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Abstract
Successful wireless communication requires that sender and
receiver are operational at the same time. This requirement
is difficult to satisfy in battery-free networks, where the en-
ergy harvested from ambient sources varies across time and
space and is often too weak to continuously power the devices.
We present Bonito, the first connection protocol for battery-
free systems that enables reliable and efficient bi-directional
communication between intermittently powered nodes. We
collect and analyze real-world energy-harvesting traces from
five diverse scenarios involving solar panels and piezoelectric
harvesters, and find that the nodes’ charging times approxi-
mately follow well-known distributions. Bonito learns a model
of these distributions online and adapts the nodes’ wake-up
times so that sender and receiver are operational at the same
time, enabling successful communication. Experiments with
battery-free prototype nodes built from off-the-shelf hardware
components demonstrate that our design improves the average
throughput by 10–80× compared with the state of the art.

1 Introduction
The last few years have seen rapid innovation in battery-free
systems [40], culminating in a number of real-world applica-
tions [1, 12, 27]. These systems pave the way toward a more
sustainable Internet of Things (IoT) [7] by enabling small,
cheap, and lightweight devices to perform complex tasks (e.g.,
DNN inference [20]) off ambient energy while using tiny,
environmentally friendly capacitors as energy storage [40].
However, to replace today’s trillions of battery-powered IoT
nodes, battery-free devices must learn to communicate.
Challenge. The power that can be harvested from solar, vibra-
tions, or radio signals is typically insufficient to continuously
operate a device. A traditional energy-neutral device buffers
harvested energy in a rechargeable battery and can freely con-
trol its average duty cycle to avoid power failures. Instead, a
battery-free device cannot avoid power failures, and has very
limited control over when the power failures begin and end.
Fig. 1 illustrates this so-called intermittent operation. After
executing for a short time, a battery-free device is forced to

Figure 1: Because ambient power is often weak, a battery-free node
must buffer energy before it can wake up and operate for a short
time period. This is known as intermittent operation.

become inactive and wait for a long, fluctuating time until its
capacitor is sufficiently charged again. For example, when har-
vesting energy from indoor light, our prototype battery-free
nodes need to stay off and recharge, on average, for hundreds
of milliseconds before they can operate for at most 1 ms.

Many techniques have been developed to deal with inter-
mittency on a single battery-free device [6,11,34], but how to
communicate between intermittently powered devices is one
of the most pressing problems yet to be solved [22, 28, 48].
This is due to the fact that device-to-device communication is
a fundamental building block for a variety of network and sys-
tem services, including optimal clock synchronization [26],
ranging and localization [9,21], sensor calibration [41], distri-
bution and coordination of sensing and computing tasks [32],
collaborative learning [47], and efficient and reliable wireless
networking [25]. Realizing these services across battery-free
devices has the potential to enable novel and more sustainable
IoT and sensor network applications, from automatic contact
tracing to planetary-scale environmental monitoring.

To be able to communicate, sender and receiver must be ac-
tive and have enough energy for at least one complete packet
transmission at the same time. However, since the nodes’ ac-
tivity phases are generally interleaved and short compared
to their charging times, as visible from the real-world trace
in Fig. 2a, it often takes thousands of wake-ups until two
nodes encounter each other and communication becomes pos-
sible [19]. Moreover, after an encounter, the nodes quickly
get out of sync if they become active immediately after a
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(a) Because of their short and interleaved activity phases, battery-free devices often need a long time with hundreds of wake-ups until they
encounter each other. Even after an initial encounter, the devices quickly get out of sync, rendering communication inefficient and unreliable.
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(b) With Bonito, devices learn and exchange statistical models of their charging times and agree on a connection interval that ensures that both
devices have sufficient energy at the same time. Maintaining a connection over multiple encounters enables efficient and timely communication.

Figure 2: The challenge of efficient battery-free device-to-device communication in (a) and our proposed protocol in (b).

recharge, as stipulated by the state of the art [8,33] and appar-
ent in Fig. 2a. This is because ambient energy varies across
time and space [3], which leads to fluctuating and different
charging times between the nodes.

Besides establishing a first encounter [19], active radio com-
munication has been considered too demanding for battery-
free devices [36]. Conversely, work on backscatter communi-
cation has focused on physical-layer issues, such as improving
range and throughput, purposely considering high-energy en-
vironments, batteries, or cables to continuously power the de-
vices in the experiments to avoid intermittency [29,35,38,49].
However, when running off ambient energy, duty cycling of
the backscatter transceivers becomes necessary [14, 29, 43]—
and, without a battery, the intermittency problem occurs.

Contribution. This paper presents Bonito, the first connection
protocol for battery-free wireless networks. Bonito provides
reliable and efficient bi-directional communication despite
the time-varying intermittency of battery-free devices.

The real-world trace in Fig. 2b illustrates the high-level
protocol operation. Unlike the state of the art, Bonito enables
two battery-free nodes, after an initial encounter, to maintain
a connection across multiple consecutive encounters. To this
end, Bonito continually adapts the connection interval, which
is the time between the end of an encounter and the beginning
of the next encounter. A shorter connection interval provides

more communication opportunities in the long run. However,
a connection interval that is shorter than any of the nodes’
charging times breaks the connection and requires the nodes
to wait for a long time until they encounter each other again.
Thus, the challenge is to keep the connection interval as short
as possible without losing the connection, which is difficult
in the face of time-varying charging times.

One of our key insights is that, depending on the scenario
and energy-harvesting modality, the charging time of a battery-
free node approximately follows well-known probability dis-
tributions. We leverage this insight in Bonito by letting each
node continuously learn and track the parameters of a model
that approximates the distribution of locally observed charg-
ing times against non-stationary effects (e.g., changes in mean
or variance). Then, to maintain an efficient and reliable con-
nection, the nodes exchange at every encounter their current
model parameters and jointly adapt the connection interval.

We implement Bonito on a custom-designed ultra low-
power battery-free node. Our prototype is built from off-the-
shelf components, including an ARM Cortex-M4 microcon-
troller that features a 2.4 GHz Bluetooth Low Energy (BLE)
radio. The node harvests energy from a solar panel or a piezo-
electric harvester, using a 47 µF capacitor as energy storage.

To evaluate Bonito through testbed experiments and fairly
compare it against two baselines, we use up to 6 Shepherd ob-
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Figure 3: The top plot shows an example trace of real kinetic harvest-
ing power during jogging (see picture in Fig. 4a). The middle and
bottom plots show the corresponding energy stored in the capacitor
and the resulting charging times of a simulated battery-free device.

servers [18] to record and replay real-world energy-harvesting
traces from 5 diverse scenarios. Our results show, for example,
that Bonito maintains connections for hundreds of consecu-
tive encounters, and that it outperforms the state of the art by
10–80× in terms of throughput. We also conduct a case study
that demonstrates the utility of Bonito for accurate and timely
occupancy monitoring in homes and commercial buildings.

Overall, this paper contributes the following:
• We collect 32 h of energy-harvesting traces from 5 dif-

ferent scenarios. Our analysis of these traces provides
new insights into spatio-temporal intermittency patterns.

• We design the Bonito protocol. Bonito enables, for the
first time, reliable and efficient communication between
intermittently powered battery-free devices.

• We demonstrate an efficient implementation of Bonito
on a prototype node with a 3.1 mm3 ceramic capacitor.

• Results from testbed experiments and an occupancy mon-
itoring case study provide evidence that Bonito performs
well under a diverse range of real-world conditions.

2 Motivation
While previous work on intermittency has focused on individ-
ual battery-free devices [6,11,33] or discovery of neighboring
devices [19], reliable and efficient device-to-device commu-
nication is still an open challenge. By device-to-device com-
munication we mean the regular exchange of application data
between two battery-free devices after they have successfully
discovered each other through a first encounter [19].

To motivate the need for our work, we consider the scenario
of battery-free wearables. Fig. 3 shows real-world data from
a piezoelectric energy harvester that is attached to the ankle
of a person (see Fig. 4a). The upper plot shows the harvest-

(a) Runner with full measurement
setup for the jogging dataset.

(b) Washing machine with partial
setup for the washer dataset.

Figure 4: Pictures from two of the five scenarios in which we use syn-
chronized Shepherd nodes [18] to record energy-harvesting traces.

ing power while the person is jogging, recorded by a Shep-
herd node. Shepherd is a measurement tool that records time-
synchronized voltage and current traces from one or more
energy-harvesting nodes with high rate and resolution [18].
The power spikes correspond to when the foot strikes the
ground, with significantly lower harvesting power during the
rest of the stride cycle. Based on trace-driven simulations, the
middle plot shows the corresponding amount of harvested
energy stored in an ideal 17 µF capacitor powering a battery-
free device that turns on when the capacitor voltage exceeds
3 V and turns off when the capacitor voltage falls below 2 V.
We see that when the device powers up, the stored energy is
quickly consumed, forcing it to turn off already after about
1 ms. While powered off the harvesting power exceeds the
standby power, so energy is accumulated and the capacitor
voltage rises again. Compared to the short activity phases, the
time needed to charge the capacitor, shown in the bottom plot
of Fig. 3, is much longer and varies significantly over time.

The variability of a node’s charging time is a function of
its location and the associated energy environment, that is,
how much power the harvester delivers at any given time.
Thus, two battery-free devices, even when they are physically
close to each other, have a different energy environment and
therefore experience different charging times.

As an example, Fig. 5 plots the charging times of two de-
vices during jogging over one hour. One device is powered by
a piezoelectric harvester attached to the left ankle of a person,
while the other device is powered by the same type of har-
vester attached to the right ankle of the person (see Fig. 4a).
Each point in Fig. 5 indicates the charging times of both de-



Dataset Energy Source Harvester Part Number Duration #Devices #Links #Wake-ups Model

Jogging Human motion MIDE S128-J1FR-1808YB 1 h 3 10 13252 Exponential
Outdoor solar IXYS KXOB25-05X3F 2 119127 Normal

Stairs Outdoor solar IXYS KXOB25-05X3F 1 h 6 15 359002 Normal
Office Indoor light IXYS SM141K06L 1 h 5 10 98324 Gaussian mixture
Cars Car vibrations MIDE S128-J1FR-1808YB 2 h 6 15 8517 Exponential
Washer Machine vibrations MIDE S128-J1FR-1808YB 45 min 5 10 22224 Normal

Table 1: Overview of energy-harvesting datasets we record in a variety of scenarios.
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Figure 5: Charging times of two battery-free devices powered by
kinetic harvesters attached to a jogger’s ankles (see Fig. 4a). Using
the greedy approach, the devices communicate successfully only in
0.04 % of the cases in which the charging times are almost identical.

vices when they begin to charge their 17 µF capacitors at the
same time from the same initial charge. We observe that in
many instances the two nodes have vastly different charging
times. This means that if nodes become active as soon as
they reach the turn-on threshold, which is the state-of-the-art
approach, called greedy and illustrated in Fig. 2a, the nodes
often wake up with an offset that prevents communication, de-
spite a successful encounter at the previous wake-up. Indeed,
the success rate for the two nodes in Fig. 5 is less than 0.04 %.
This leads to poor communication reliability and efficiency
as the nodes more often than not fail to exchange their data.

To assess the generality of these observations, we record
distributed energy-harvesting traces in diverse scenarios using
multiple Shepherd nodes [18]. Table 1 lists the main charac-
teristics of the five datasets we collected:

• The full jogging dataset comprises traces from two partic-
ipants, each equipped with two piezoelectric harvester at
the ankles and a solar panel at the left wrist (see Fig. 4a).
The two participants run together for an hour in a public
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Figure 6: Success rate of greedy approach in trace-driven simulations,
averaged across all pairs of devices (i.e., links) in a given dataset.

park, including short walking and standing breaks.
• For the stairs dataset, we recorded traces from six solar

panels that are embedded into the surface of an outdoor
stair in front of a lecture hall. Over the course of one hour,
numerous students pass the stairs, leading to temporary
shadowing effects on some or all of the solar panels.

• The office dataset comprises traces from five solar panels
mounted on the doorframe and walls of an office with
fluorescent lights. During the one-hour recording, people
enter and leave the office and operate the lights.

• The cars dataset contains traces from two cars. Each car
is equipped with three piezoelectric harvesters mounted
on the windshield, the dashboard, and in the trunk. The
cars drive for two hours in convoy over a variety of roads.

• The washer dataset includes five traces from piezoelec-
tric harvesters mounted on a WPB4700H industrial wash-
ing machine, as shown in Fig. 4b, while the machine runs
a washing program with maximum load for 45 min.

Fig. 6 plots for each dataset the average success rate across
all pairs of devices (i.e., communication links) in the scenario.
Even in the most favorable scenario, stairs, where the solar
panels receive a fairly constant and similar energy input from
natural sunlight, we find that the greedy approach succeeds
in only 16 % of the cases. In all other scenarios, the success
rate ranges below 3.5 %. Our experiments on real battery-free
nodes in Sec. 5 confirm these trace-driven simulation results.



3 The Bonito Protocol
This section describes the Bonito protocol. The Bonito proto-
col enables two battery-free devices to stay connected after
a first encounter, which can happen either coincidentally or
with the support of a neighbor discovery protocol [19].

3.1 Overview
Bonito aims to make nodes repeatedly encounter each other so
they can exchange application data reliably and efficiently, as
shown in Fig. 2b. To ensure that nodes wake-up with a time
offset small enough for a successful encounter, they agree
at every encounter on a new connection interval TC. This is
the time between the end of the current encounter and the
beginning of the next (i.e., planned) encounter.
Main idea and approach. For two nodes i and j with known
charging times ci and c j, the shortest possible connection
interval T ∗C is simply the maximum of their charging times

T ∗C = max(ci,c j) (1)

If a shorter connection interval TC < T ∗C is used, then one node
does not reach the required energy level to become active by
TC. Thus, the encounter fails, preventing the nodes from agree-
ing on the next connection interval—the connection is lost. A
lost connection entails that the nodes often need to wait for
a long time until they encounter each other again to resume
communication. However, choosing a longer connection in-
terval TC > T ∗C to mitigate the risk of a lost connection adds
unnecessary delay as nodes, after having reached the required
energy level, are forced to wait before they wake up at TC.

The key challenge is to determine the connection interval
TC such that both nodes have enough energy while introducing
only minimal delay. This is difficult as the charging times ci
and c j are unknown and time-varying, as discussed in Sec. 2.

Using a probabilistic approach, we address this problem
as follows. Let p be the probability that nodes i and j have
sufficient energy to become active after a connection inter-
val TC. This corresponds to the probability that the nodes’
charging times, ci and c j, are shorter than the connection
interval TC. Modeling ci and c j as random variables with a
strictly monotonically increasing joint cumulative distribution
function (cdf) Fi, j, this translates into

p = Fi, j(ci = TC,c j = TC) (2)

Solving for TC yields the minimum connection interval that
guarantees, with a user-defined probability p, a successful
encounter of the two nodes at their next wake-up

TC = F−1
i, j (p) (3)

where F−1
i, j is the inverse joint cdf of ci and c j.

Base protocol. In practice, the joint cdf Fi, j is rarely known
a priori. Moreover, Fi, j can only be estimated online by the
nodes based on full knowledge of each other’s charging times.

Unfortunately, this requires frequent communication between
battery-free nodes—precisely what Bonito intends to enable.

To circumvent this chicken-and-egg problem, we assume
that the charging times, ci and c j, are statistically independent.
In this case, the joint cdf Fi, j is the product of the marginal
cdfs Fi and Fj. The marginal cdfs can be estimated locally by
each node from observations of their own charging times.

Based on these insights, we propose the following main
steps of the Bonito protocol:

1. Each node i continuously estimates the marginal cdf Fi
of its charging time based on local measurements.

2. When two nodes i and j encounter each other, they ex-
change their current estimates of Fi and Fj.

3. Using the same inputs (i.e., the marginal cdfs Fi and Fj
and the user-defined probability p), both nodes compute
the same new connection interval TC according to (3).

4. Both nodes become active and communicate after the
new connection interval TC, and continue with step 2.

In this way, Bonito adapts the connection interval to changes
in the energy environment, effectively enabling battery-free
nodes to stay connected across several hundreds of subsequent
encounters, as demonstrated by our experiments in Sec. 5.

To achieve this performance, we first need to answer the
following key questions in our design of Bonito:

• How to compactly represent and exchange the marginal
cdfs Fi and Fj in the face of limited energy (Sec. 3.2)?

• How to learn and track online an accurate estimate of Fi
against a changing energy environment? (Sec. 3.3)

• How to efficiently compute the inverse joint cdf F−1
i, j (p)

to obtain the connection interval TC? (Sec. 3.4)

3.2 Modeling Charging Time Distributions
Because of the small energy storage, battery-free devices can
only exchange a limited amount of data during an encounter.
Thus, the marginal cdfs Fi and Fj must be represented in a
compact form in order to be able to exchange them.

Unlike the common belief that the duration of a recharge is
completely random [11, 31], we make the empirical observa-
tion that, in the scenarios we considered, the nodes’ charging
times can be faithfully modeled by well-known distributions.
The rightmost column of Table 1 lists the models we use for
each dataset. To illustrate, Fig. 7 plots representative charging
time distributions and the corresponding models for the stairs,
cars, and office datasets. Non-stationary effects like a time-
varying mean are removed in the plots as these are effectively
handled by our online learning approach detailed in Sec. 3.3.

We observe in Fig. 7a that when harvesting energy from
outdoor solar with a constant harvesting voltage, the charg-
ing time can be modeled by a normally distributed random
variable. The intuition is that temporary environmental ef-
fects, such as shadowing and change in incidence angle, let
the charging time vary around a certain value. Fig. 7b shows
that an exponential distribution is often a good fit when har-
vesting kinetic energy. This can be explained by the decaying
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(a) Stairs dataset, normal distribution.

0 10 20

Charging time [s]

0.0

0.1

0.2

0.3

F
re

q
u

en
cy

Model

Observations
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(c) Office dataset, Gaussian mixture model.

Figure 7: Charging time distributions of individual nodes. The nodes’ charging times can be modeled by well-known distributions.

response of a piezoelectric harvester to the distinct impulses
of a car during driving (e.g., acceleration, breaking, bumps) or
a person during jogging (see Fig. 3). In the washer scenario,
instead, we find that the continuous shaking of the industrial
washing machine over long periods induces approximately
normally distributed charging times. Looking at Fig. 7c, we
see that in the office scenario the charging times are mostly
distributed around a certain value. However, the maximum
power point tracking (MPPT) of the DC-DC converter used
in this scenario, which periodically disconnects the charger
for a short time, leads to a second peak. We approximate this
distribution with a Gaussian mixture model (GMM).

These observations motivate us to model the marginal cdf
Fi of a node’s charging time in the scenarios we considered
through the parameters of a normal distribution (2 parame-
ters), an exponential distribution (1 parameter), or a GMM
(6 parameters for two Gaussians and two weights). The last
column of Table 1 lists the corresponding model for each of
the datasets. The jogging dataset contains traces from differ-
ent types of harvesters: We use an exponential distribution to
model the charging times of kinetic harvesting nodes and a
normal distribution for the solar harvesting nodes. During an
encounter, a node only needs to share the type of model and
the current estimates of the model parameters.

3.3 Learning Distribution Parameters Online
We now turn to the problem of estimating the parameters of a
given charging time distribution based on local observations.
Given a sample of n independent and identically distributed
observations, the log-likelihood L(θ | x) and the correspond-
ing maximum likelihood estimator θ̂ are given by

L(θ | x) = ln

(
n

∏
i=1

fθ(xi)

)
=

n

∑
i=1

ln fθ(xi) (4)

θ̂ = argmax
θ

L(θ | x) (5)

where fθ(xi) is the conditional probability to observe xi if the
underlying distribution is parameterized with θ.

Unfortunately, vanilla maximum likelihood estimation is
not viable in our setting. First, the observations of the charg-
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Figure 8: Varying mean and standard deviation over a moving win-
dow of one of the trace from the stairs dataset reveal non-stationarity.
Using SGD, the changing distribution parameters are tracked online.

ing time become available only one by one at runtime, yet the
nodes do not have enough memory and energy to recompute
the estimator with every new observation. Further, the charg-
ing time distributions are non-stationary. For instance, the
dashed lines in Fig. 8 reveal trends in the mean and standard
deviation of a node’s charging time from the stairs dataset.
Thus, an approach is needed that dynamically adjusts the pa-
rameter estimates to changing energy harvesting conditions.

To address these problems, Bonito learns the distribution
parameters online using stochastic gradient descent (SGD),
which has become a popular method for training a wide range
of machine learning models [5]. Compared to a sliding win-
dow based approach, SGD is less computationally demanding
as the parameter update is only computed for the current obser-
vation rather than for a set of past observations that also have
to be kept in memory. If the gradient of L(θ | x) is known,
one solution to (5) is to iteratively adjust θ̂ along the gradient,
known as gradient descent

∇L(θ | x) = ∇

n

∑
i=1

ln fθ(xi) (6)

θ̂ = θ̂+η ·∇L(θ̂ | x) (7)



By pulling the ∇ operator in (6) into the sum, the update step
in (7) can be split into a series of updates for every individual
observation xi. This yields the update equation of SGD

θ̂i = θ̂i−1 +η ·∇L(θ̂ | xi) (8)

Sec. A derives the gradient equations required to solve (8)
for the normal, exponential, and Gaussian mixture models.
By keeping the learning rate η constant, Bonito implicitly
reduces the weight of old observations relative to more recent
observations. This way, devices dynamically learn changing
properties of the charging time distribution locally, without
information exchange with other devices.
Example. Fig. 8 illustrates how Bonito learns and tracks mean
and standard deviation of a non-stationary normal distribu-
tion. To obtain ground truth, we sample charging times (i.e.,
observations) from a known normal distribution, whose mean
and variance change dynamically over time. We extract these
changes from one of the traces in the stairs dataset using a
2 min moving average filter. We can see in Fig. 8 that the pa-
rameter estimates of Bonito converge from their initial values
(zero mean and unit standard deviation) to the true ground
truth parameters within less than a minute. Then the estimates
closely follow the changes of the underlying distribution.

3.4 Computing Inverse Joint CDF Efficiently
Having shared the type of model and the current estimates
of the model parameters during an encounter, Bonito needs
to compute the new connection interval TC from the inverse
joint cdf F−1

i, j for a user-defined probability p. This is difficult
since there exists no closed-form solution for most bivariate
distributions, let alone for joint cdfs of different distribution
families (e.g., when a solar and a kinetic energy harvesting
node in the jogging scenario want to communicate). Instead,
we have to solve (3) numerically, while taking into account
the energy and compute constraints of battery-free devices.

We are interested in the connection interval TC where the
joint cdf is equal to the user-defined target probability, that is,
Fi, j(TC) = p. This yields the following objective function

f (TC) = Fi, j(TC)− p = Fi(TC) ·Fj(TC)− p = 0 (9)

Note that f (TC) has a single root—the sought solution—as
Fi, j is strictly monotonically increasing. Bonito solves this
problem using the well-known bisection method, which itera-
tively finds the root of any continuous function that has its root
inside a bracket (i.e., search interval). Indeed, we can derive
such a bracket based on the inverse cdfs of our marginal distri-
butions, which either have a closed form solution (exponential
and normal) or are easy to approximate (GMM).

To derive a lower bracket, we first note that F(x)< 1 for
any cdf F . It follows that Fi, j(x= z,y= z) =Fi(x= z) ·Fj(y=
z)<min(Fi(x = z),Fj(y= z)) and therefore the lower bracket

F−1
i, j (p)> max

(
F−1

i (p),F−1
j (p)

)
(10)
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Figure 9: Bracketing the inverse joint cdf based on the inverse cdf
of the marginal distributions enables efficient computation of the
connection interval on resource-constrained battery-free devices.

To derive an upper bracket, we introduce q =
√

p and c =
max(F−1

i (q),F−1
j (q)). Let Fm be the marginal cdf (i.e., either

Fi or Fj) such that F−1
m (q) = c, that is, the marginal cdf that

reaches q later. Let Fn be the other marginal cdf that reaches q
sooner. From Fn(c)≥ Fm(c) follows Fi, j(c) = Fm(c) ·Fn(c)≥
Fm(c) ·Fm(c) = q2 = p. Finally, because Fi, j(c) is monotoni-
cally increasing, we obtain the upper bracket

F−1
i, j (p)≤ max(F−1

i (q),F−1
j (q)) (11)

Example. Fig. 9 shows an example, where (10) and (11) are
used to determine an initial bracket for F−1

i, j (p = 0.75). The
resulting bracket [0.61,0.77] is already relatively tight, and
therefore we find the solution F−1

i, j (p = 0.75) = 0.88 with a
tolerance of 0.01 after only three bisection steps.

3.5 Impact of Target Probability
The target probability p is a key parameter of the Bonito pro-
tocol that must be set by the user. It specifies the probability
that both devices have accumulated enough energy in their
capacitors to become active after a connection interval TC. A
high target probability requires a long connection interval TC,
increasing communication delay and lowering throughput.

To illustrate how the choice of p impacts communication
reliability and efficiency, we run trace-driven simulations as
detailed in Sec. 2 on the traces from the datasets in Table 1.
We use two metrics to quantify the performance of Bonito: As
a proxy for communication reliability, we define the success
rate as the ratio of successful encounters with Bonito to the
total number of wake-ups. As a proxy for communication
efficiency, we consider the relative delay as the median of
all successful connection intervals with Bonito divided by the
median of the optimal clairvoyant solutions according to (1).

Fig. 10 plots for each dataset success rate and relative delay
averaged across all links. We can observe the following:

• A higher target probability p leads to a higher success
rate, which demonstrates the plausibility of our approach.
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Figure 10: Trace-driven simulations reveal that the rate of success-
fully arranged encounters matches the user-defined target probability.
The price to pay in terms of latency depends on the model of the
underlying charging time distribution.

In most cases, the success rate is even slightly higher
than requested, presumably due to small model errors.

• Since connection losses are costly, a higher target prob-
ability is preferable in practice. Fig. 10 shows that the
price to pay in terms of a higher relative delay depends
on the scenario. For the cars and jogging datasets, where
most or all links include at least one node with approxi-
mately exponentially distributed charging times, the rel-
ative delay increases exponentially with p, due to the
heavy tail of the distribution. For GMM (office), the in-
crease is moderate, whereas it is hardly noticeable for
the normal distribution (washer and stairs).

4 Implementation
In this section, we describe the hardware and software com-
ponents of our prototype implementation.

4.1 Hardware
We design a ulta low-power battery-free node based on the
popular Nordic Semiconductor nRF52805 microcontroller
(MCU). This particular MCU features a 2.4 GHz BLE radio
and a state-of-the-art 32-bit 64 MHz ARM Cortex-M4, which
is powerful enough to complete also more demanding compu-
tations in a short time, benefitting overall system efficiency.
To enable low-power timekeeping between wake-ups, the
MCU is equipped with a 32 kHz crystal with ±20 ppm fre-
quency tolerance. A TI BQ25504 DC-DC step-up converter
charges a 2 mm× 1.25 mm× 1.25 mm 47 µF multilayer ce-
ramic capacitor (MLCC) from a connected solar panel or a
piezoelectric energy harvester. Once the capacitor voltage
reaches a hardware-programmable threshold of 3.3 V, the
BQ25504 sets one of its pins high. This pin is wired to a
TI TS5A23166 analog switch that connects the MCU to the
capacitor-buffered supply voltage.

Due to its DC bias characteristics, the capacitor has an ef-

Figure 11: Prototype battery-free node based on the nRF52805 MCU.
A sustainable 3.1 mm3 ceramic capacitor is used as energy storage.

Figure 12: Packet format. Using Bonito, nodes exchange between 5 B
and 25 B carrying model type and parameters during an encounter.

fective capacitance of only 17 µF at 3.3 V. This allows for a
maximum active time of around 1 ms per wake-up. A larger
capacitance would increase the active time per wake-up and
the charging time between wake-ups. To minimize the phys-
ical dimensions and the price of the node, we choose the
minimum capacitance that allows the nodes to remain active
for long enough to compensate for clock drift accumulated
over a connection interval of 5 s (see Sec. 4.2).

The node also integrates a circuit to measure the current
flow from the harvester, which can be used as a sensing sig-
nal [39]. The two-layer printed circuit board (PCB) shown
in Fig. 11 measures 20 mm × 20 mm. The total cost of all
components is $8.73.

4.2 Software
We implement Bonito and the Find neighbor discovery proto-
col [19] on our battery-free nodes. Find is used to establish
an initial encounter after a connection loss or a power failure.

Bonito protocol settings. We use the 2 Mbit/s BLE mode
and the frame structure depicted in Fig. 12. Depending on the
model type, encoded by one byte, a packet carries 1, 2, or 6
model parameters represented by 32-bit floating point values.

To jointly agree on the next connection interval, Bonito re-
quires nodes to exchange messages bi-directionally during an
encounter. The exact sequence of packet exchanges is subject
to application requirements and can be flexibly configured.
We implement the packet sequence shown in Fig. 13. When
two nodes encounter each other using Find, one of the nodes
receives the first beacon and replies with an acknowledge-
ment. At all following encounters, the node that received the
first beacon starts to listen at the time agreed on using Bonito.



Figure 13: After the initial encounter, nodes use Bonito to agree
on a connection interval. At the next encounter, one of the nodes
starts to listen and the other node transmits its packet after a grace
period to account for clock drift due to the long charging times. After
receiving this packet, the listening nodes replies with its own packet.

Due to the small energy buffer, a node can keep the radio on
for at most Twdw = 1ms. Thus, the maximum listening time
is Tl,max = Twdw−Ttx−Tta = 820µs, where Tta ≈ 40µs is the
time it takes to switch from receive to transmit mode and
Ttx = 140µs is the airtime of a packet with 6 model parame-
ters and 4 B of application data. To increase the robustness to
clock drift in the face of long charging times and hence long
connection intervals, we let the node that sends first transmit
its packet after a grace period of Tg = 0.5 ·Tl,max−1.5 ·Ttx =
200µs. We can thus tolerate an offset of up to ±200 µs be-
tween the clocks of the two nodes, which corresponds to a
maximum connection interval of 5 s when taking into account
the frequency tolerance of the 32 kHz crystal oscillator. Upon
receiving the packet, the other node switches to transmit mode
and sends its own packet.

In our current implementation of Bonito, the devices con-
sider a connection as lost whenever a planned packet exchange
fails, for example, due to fading, external interference, or when
one of the two devices does not reach the turn-on threshold by
the end of the connection interval. In this case, they return to
discovery mode and use Find to re-establish the connection.

Runtime support. In addition to Bonito and Find, we imple-
ment an efficient soft intermittency runtime, where the MCU
is gracefully suspended to an ultra low-power mode before
an impeding power failure [19]. This reduces the costs asso-
ciated with a cold start after a hardware reset and allows to
keep track of time between consecutive wake-up events using
the built-in real-time clock (RTC). To this end, a node period-
ically samples the capacitor voltage during charging with the
built-in analog-to-digital converter (ADC) until the capacitor
voltage reaches a software-defined turn-on threshold. Then
the node executes protocol and application code until it is
interrupted by the power-fail comparator, upon which it im-
mediately transitions back into low-power mode to replenish
its energy buffer.

Although our runtime tries to prevent hardware resets, after
multiple seconds without any energy input, the sleep current
drains the remaining charge from the capacitor and the node
eventually powers off. While powered off, the on-board static

random access memory (SRAM) is subject to decay, that is,
bits that were set to one may flip and become zero after some
time. To still retain the trained model of a node’s charging
time distribution across short power failures, we store it in a
dedicated section of the SRAM. After every model update,
we compute a checksum over this section and store it next
to the model parameters. If the recomputed checksum after a
hardware reset does not match the checksum stored in mem-
ory, we conclude that the memory is corrupted and restart
training the model with the initial parameters.

5 Evaluation
This section uses testbed experiments to evaluate Bonito on
real battery-free nodes under realistic, repeatable conditions.
We start by showing in Sec. 5.2 how Bonito dynamically ad-
justs the connection interval to changes in the nodes’ charging
times to maintain long-running connections. In Sec. 5.3, we
compare Bonito against two baseline approaches. Finally, in
Sec. 5.4, we quantify the runtime overhead of Bonito. Our
experiments reveal the following key findings:

• Bonito establishes connections that outlast on average
hundreds of consecutive encounters even between nodes
that harvest from different types of energy sources.

• Bonito improves the throughput by 10–80× compared
with the current state of the art. It achieves this by con-
sciously keeping the connection interval as short as pos-
sible while maintaining a high success rate that agrees
to within 1 % of the requested target probability.

• Depending on the distribution model, Bonito consumes
between 4 % and 25 % of the energy available per wake-
up on our nodes. The energy cost of losing a connection
is 1000× higher than the energy overhead of Bonito.

5.1 Testbed and Settings
We connect two battery-free nodes (see Fig. 11) to two Shep-
herd observers [18]. In addition to recording spatio-temporal
harvesting traces (see Sec. 2), Shepherd can also replay previ-
ously recorded traces and monitor the behavior of connected
battery-free devices. The observers synchronously replay for
all 60 links in our datasets (see Table 1) the two correspond-
ing energy-harvesting traces. At the same time, the observers
log the serial output and GPIO events of the attached nodes,
which we use to compute performance metrics. In total, we
collect measurements from 218 hours of testbed experiments.

For the stairs, office, and washer scenarios, we replay the
recorded energy-harvesting traces as is. When using the origi-
nal traces from the cars and jogging scenarios, however, we
were not able to collect sufficient data points. The reason is
that the piezoelectric harvesters were selected and tuned for
the frequency and amplitude of the washer scenario, which
led to a relatively low harvesting power in the cars and jog-
ging scenarios, as evident from the small number of wake-ups
in Table 1. Because it can take thousands of wake-ups until
two nodes encounter each other, we had to scale the cars and
jogging traces by a factor of five to allow for a meaningful
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Figure 14: Real-world trace from testbed experiments showing the
charging times of two nodes from the cars dataset. By dynamically
adjusting the connection interval, Bonito maintains a connection for
37 min until the cars leave the highway and enter stop-and-go traffic;
the charging times increase dramatically and the connection breaks.

evaluation. Note that this does not change the dynamics and
shape of the charging time distributions, nor does it affect
relative performance when comparing different approaches.

In all experiments, we configure Bonito with a target prob-
ability of p = 0.99. We use a learning rate of η = 0.01 for
the normal and exponential models and η = 0.001 for GMM,
which we found to perform well in a wide range of scenarios.

5.2 Maintaining Long-running Connections
We begin by looking at how well Bonito can maintain a con-
nection between battery-free devices. As an illustrative exam-
ple, Fig. 14 shows the charging times of two nodes from the
cars dataset and the connection interval determined by Bonito
over the course of 55 min. Bonito successfully maintains the
connection for more than half an hour by dynamically adjust-
ing the connection interval based on the continuously updated
models of the nodes’ charging time distributions. Then, after
around 37 min, the two cars driving in convoy exit the high-
way and enter stop-and-go traffic. As a result, the charging
times increase suddenly and exceed the connection interval—
the connection is lost. At this point, the nodes switch over to
executing the Find neighbor discovery protocol and success-
fully reconnect after roughly 10 min. Afterward, Bonito takes
over and again maintains a connection for several minutes.

Fig. 15a plots for all datasets the cdf of the connection
duration in terms of the number of encounters, while Fig. 15b
plots it in terms of time for the unscaled datasets (see Sec. 5.1).
Overall, we find that in 90 % of the cases, the nodes stay con-
nected for at least 30 consecutive encounters, and 40 % of
the connections last for 800 encounters or more. This demon-
strates that Bonito enables, for the first time, reliable and effi-
cient communication between intermittently powered nodes.

5.3 Bonito versus Baseline Approaches
We now compare Bonito against two baseline approaches:

• Greedy: This is the current state of the art. Using Greedy,
nodes wake up and attempt to communicate as soon as
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Figure 15: Bonito maintains connections over hundreds of encounters
even in challenging scenarios with different types of energy sources.

they reach the minimum required energy level. Greedy
is the prevalent execution model in the intermittent com-
puting literature [8,33] as it maximizes the effective duty
cycle of a battery-free device.

• Modest: As a complementary approach to Greedy, we de-
sign Modest. Using Modest, each node keeps track of the
maximum observed charging time cmax. During an en-
counter, two nodes i and j share their current maximum
charging times cmax,i and cmax, j, and agree to meet again
after a connection interval of TC = max(cmax,i,cmax, j).

Our comparison uses two end-to-end metrics that also ac-
count for periods where Find runs to establish a first encounter
after a connection loss or power failure. Throughput is the
number of packets delivered from one node to another node
per time unit. Note that traffic is always bi-directional, that
is, the same number of packets is also delivered in the other
direction (see Fig. 13). Latency is the time between two con-
secutive packet exchanges. We also consider success rate,
which is the ratio of successfully arranged encounters to the
total number of trials when using Greedy, Modest, or Bonito.

Fig. 16 plots for each dataset the throughput gains of Bonito
and Modest over Greedy. We see that Bonito improves the
throughput by 10–80×. For example, for the stairs dataset,
Bonito achieves a throughput of 15.18 pkt/s versus 0.33 pkt/s
with Greedy. Modest outperforms Greedy across the board,
too, but often falls far short of Bonito’s throughput.

To understand the reasons for the significant performance
differences among the different approaches, we plot in Fig. 17
success rate and latency for the stairs dataset. As the charging
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Figure 16: Throughput improvement over Greedy. By maintaining
connections over many wake-ups, the average number of encounters
with Bonito is at least an order of magnitude higher than with Greedy.
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Figure 17: Detailed comparison of performance metrics for the stairs
scenario. Bonito achieves a high success rate that is on a par with the
Modest approach, while providing a significantly lower latency.

times vary across time and space, Greedy achieves a low suc-
cess rate of only 11.48 % (see Fig. 17a). This means that in 9
out of 10 cases the nodes loses the connection right after the
first encounter. Every time the connection is lost, the nodes
cannot communicate until they reconnect, causing excessively
long latencies as visible in Fig. 17b. Instead, Modest chooses
the connection interval highly conservatively, which leads to
a high success rate of 99.92 % but also long latencies. Bonito
provides much shorter latencies at almost the same high suc-
cess rate, which agrees to within 1 % of the requested target
probability. By aiming to keep the connection interval short
and to avoid the latency associated with reconnecting after a
connection loss, Bonito significantly increases the end-to-end
throughput compared with the two baseline approaches.

5.4 Bonito’s Runtime Overhead
Next, we evaluate the runtime overhead of Bonito based on
the logs from the testbed experiments. The overhead can be
broken down into three components: (i) updating the model
parameters using SGD, (ii) exchange of the model parameters
over wireless during an encounter, and (iii) computing the
inverse joint cdf to obtain the connection interval.

The time required to update the model is constant: 1.3 µs for
exponential, 3.2 µs for normal, and 28.8 µs for GMM. This
constitutes up to 2.8 % of the around 1 ms active time per
wake-up. Similarly, the airtime to exchange 4, 8, or 24 bytes
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Figure 18: Distribution of execution times on our battery-free node
when computing the inverse joint cdf. The execution time depends
on the number of model parameters and varies with the number of
bisection steps needed to satisfy the required tolerance.
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Figure 19: The energy overhead of Bonito ranges between 4 % and
25 % of the energy available per wake-up on our nodes. In absolute
terms, the cost to recover from a lost connection is 1000× higher.

of model parameters is fixed and determined by the bitrate
of the BLE radio. By contrast, Fig. 18 shows that the time to
compute the inverse joint cdf varies depending on the number
of bisection steps required to reach the desired tolerance.

In terms of energy, our battery-free nodes have an energy
budget of 27.5 µJ per wake-up. Fig. 19 shows for each model
the median percentage of energy budget spent by Bonito. We
can see that the required energy mainly depends on the num-
ber of model parameters and the computational complexity of
evaluating the inverse joint cdf. In the worst case, for GMM,
Bonito consumes 7.1 µJ, which amounts to about 25 % of the
available energy per wake-up. To set this into perspective,
Fig. 20a plots for all datasets the time it takes for two nodes
to synchronize with the Find neighbor discovery protocol [19]
in terms of the number of wake-ups, while Fig. 20b plots it
in terms of time for the unscaled datasets (see Sec. 5.1). On
average it takes 283 wake-ups, or 7782.5 µJ, to synchronize
after a lost connection—1000×more than the energy required
by Bonito to maintain a connection. This demonstrates that,
overall, the absolute energy costs of Bonito are well spent.

6 Case Study: Occupancy Monitoring
Occupancy monitoring is essential to save energy in homes
and commercial buildings [10, 16]. Recently, it has also be-
come an important tool to manage the spread of infectious
diseases, such as SARS-CoV2 [37]. To assess the potential of
Bonito for real-world battery-free applications, we conduct an
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Figure 20: Synchronizing two devices with the Find neighbor dis-
covery protocol takes a long time and consumes significant energy.
Using Bonito, devices can establish long-running connections to
periodically exchange data without the need to resynchronize.

occupancy monitoring case study with our prototype nodes.

Occupancy sensor. To efficiently count the number of people
in a room, we use the solar panel as a sensor [23,39] to detect
when a person enters or leaves the room. Fig. 21 shows the
solar panel current of two nodes mounted next to each other
on a doorframe (see Fig. 22), when a person enters the room
in Fig. 21a and when a person leaves the room in Fig. 21b. To
detect the direction of movement, the nodes record the time
when they detect the onset of the shadowing by the person.
Then the nodes exchange the recorded times and compute the
time difference τ. The sign of τ indicates the direction.

Setup. We mount two battery-free nodes equipped with IXYS
SM141K06L solar panels next to each other on the doorframe
at the entrance of an office room, as shown in Fig. 22. The
nodes sample the solar panel current with a sampling rate
of 1 kHz, and record the time when the solar panel current
falls below 87.5 % of its average value. The nodes run Bonito
and insert the timestamp of detected events into the packets.
Together with logging information (charging time, connection
interval, etc.) every packet carries 26 B of application data.

Because the clocks of the two nodes are not synchronized,
timestamps are transmitted relative to the start of the corre-
sponding packet. To this end, nodes measure the time between
the detected event and the start of the transmission and insert
the result into the packet. The receiving node timestamps the
reception of the packet and converts the contained relative
timestamp to its local clock. Finally, by relating a received

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Time [s]

0

200

P
an

el
cu

rr
en

t
[µ

A
]

τ Node 1

Node 2

(a) Person entering the room: τ > 0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Time [s]

0

200

P
an

el
cu

rr
en

t
[µ

A
]

τ
Node 1

Node 2

(b) Person leaving the room: τ < 0

Figure 21: The shadow of a person passing ambient light harvesting
devices on a doorframe causes a distinct temporal pattern in the solar
panel current. By comparing the times of the onset of the shadowing
on the two nodes, we can determine the direction of movement.

timestamp to the timestamp of the corresponding event that
was recorded locally, the nodes compute the time difference τ.

The nodes transmit the result over wireless to an nRF52840
development board that serves as a base station. We configure
the base station to timestamp the reception of packets con-
taining a detected event and button presses of two on-board
push buttons, one for each direction. Four participants ran-
domly enter and leave the room one by one. Another person
records ground truth by pressing the corresponding button on
the nRF52840 board precisely when a person passes through
the doorframe.

Results. The confusion matrix in Table 2 shows that the sys-
tem correctly classified 60 out of 61 events, corresponding to
an accuracy of 96 %. It missed just one in-event, and falsely
reported an in-event and an out-event for a single in-event.

Fig. 23 plots the latency in terms of the time between a

Figure 22: Two of our battery-free nodes are attached to the door-
frame and harvest energy from ambient light. Thanks to Bonito, the
nodes can communicate in a timely and reliable fashion, allowing
them to count the number of people entering and leaving the room.



Ground truth
In Out No event

Recorded
In 30 0 1
Out 0 31 0
No event 1 0 0

Table 2: By collaborating, the battery-free nodes classified people
entering and leaving the room with an average accuracy of 96.83 %.
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Figure 23: Due to the low communication latency provided by Bonito,
the system reported detected events both timely and accurately.

button press and the reception of the detected event at the base
station. The median latency was 1.2 s and all events were re-
ported within less than 2 s. Over the course of the experiment,
the two nodes successfully exchanged 10.56 kB of application
data for an application-level throughput of 28.38 B/s.

Fig. 24 shows a ten-second excerpt from the experiment.
The markers indicate the charging times of the nodes. Solid
vertical lines indicate button presses (ground truth); dashed
vertical lines indicate when a event was received at the base
station. We can observe that, right after the received out-event,
node 1 reports an exceptionally high charging time of 210 ms.
This happens when the shadowing by a person occurs while a
node charges its capacitor: The shadowing reduces the energy
input for a short time, which prolongs the recharge. Never-
theless, by keeping the connection interval at around 700 ms,
Bonito provides a stable connection despite such dynamics.

7 Discussion
Bonito is the first connection protocol for battery-free devices.
It enables two devices to communicate efficiently and reliably
by dynamically adapting the connection interval to changes
in the devices’ energy availability. In this section, we discuss
limitations and opportunities for extending Bonito.

From connections to networks. The ability to efficiently and
reliably exchange data between two devices is the fundamen-
tal building block required to form large wireless networks
consisting of multiple battery-free devices. A number of trade-
offs and challenges arise from each of the possible approaches
to move from the two-node setting to larger networks, which
could be explored by future work. For example, devices may
sequentially connect with their neighbors or devices may try
to establish Bonito connections with one common connection
interval between multiple devices.

Communication with battery-powered devices. While we
focus on communication between two battery-free devices,
Bonito is also useful for effective communication from battery-
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Figure 24: Example trace from the occupancy monitoring case study.
The system correctly classifies and reports events to the base station.
With Bonito, the connection interval is chosen large enough to sustain
outliers of the charging time in response to transient shadowing.

free to battery-powered devices. For example, a battery-free
tag may want to transmit data to a user’s smartphone or to a
battery-powered gateway in a wireless sensor network. Be-
cause battery-powered devices are in control of their wake-up
times, any connection interval works for them. Thus, instead
of computing the inverse joint cdf of the charging time distri-
bution of both devices, it is sufficient to compute the inverse
cdf of the charging time of the battery-free device in order to
determine a connection interval that works for both devices.

Model accuracy. The goodness-of-fit of the learned charg-
ing time model critically affects the performance of Bonito.
With perfect knowledge of the underlying distribution, Bonito
would compute the minimum connection interval feasible for
the requested target probability. Overestimating the real distri-
bution leads to increased delay, while underestimation reduces
reliability. If the distribution is so complex that a large num-
ber of model parameters or a non-parametric model (e.g., a
deep neural network) would be required to accurately capture
this complexity, then the limited resources on a battery-free
device may not be sufficient to learn the model online.

Exploiting statistical dependence. In the current implemen-
tation, Bonito assumes statistical independence of the nodes’
charging time distributions in order to compute a connection
interval without prior knowledge of the statistical properties
of the joint charging time distribution. After establishing a
connection, the devices can record observations of the joint
distribution and could attempt to exploit statistical depen-
dence between their charging times, possibly improving com-
munication efficiency and reliability.

8 Related Work
Intermittent computing. The thriving research area of in-
termittent computing has made great strides in recent years,
including the first real deployments of battery-free sensors [1].



This achievement rests upon techniques that ensure forward
progress [34], consistent peripheral state [6], and a reliable no-
tion of time [11] despite frequent and random power failures.
This line of research is highly relevant but completely orthog-
onal to our work as it deals exclusively with intermittency
issues on individual devices and, if at all, considers commu-
nication with continuously powered base stations [42].

Battery-free device-to-device communication. Prior work
on battery-free wireless device-to-device communication is
mainly theoretical [24, 30, 50], studying the energy trade-offs
for different scheduling, transmission, and decoding policies.
Recent work discusses middleware and applications for net-
works of intermittently powered devices, yet explicitly leaves
the question of how to communicate between the devices as
an open problem [28, 48]. A simulative study also acknowl-
edges the sheer difficulty of sychronizing the wake-up times
of intermittently powered devices and proposes to communi-
cate an energy state via an always-on backscatter radio, with-
out demonstrating a real implementation or experiments [45].
Similar to Bonito, a recent theoretical work proposes to let
nodes agree on a future point in time when they become active
to increase communication throughput [46]. This time is com-
puted based on a moving average of previous charging times,
whereas Bonito lets the user explicitly trade reliability against
delay by taking into account the charging time distributions.

In terms of practical work, tag-to-tag backscatter commu-
nication has mainly focused on physical-layer issues and con-
siders intermittency an orthogonal problem [29, 35, 38, 49].
Instead, the Find neighbor discovery protocol explicitly ad-
dresses the intermittency problem and shows that by delaying
wake-ups by a random time battery-free nodes can encounter
each other faster [19]. We use Find to bootstrap efficient and
reliable device-to-device communication with Bonito. Concur-
rently to our work, a protocol was proposed and implemented
that lets devices “die early” when no packet is received to
preserve energy and maximize the number of wake-ups [13].

Delay-tolerant networking (DTN). DTN studies networks
that are only intermittently connected because of, for exam-
ple, node failures, mobile users, and power outages [4, 17].
Both DTN and Bonito have the same high-level goal: effective
communication in intermittently connected networks. How-
ever, DTN and Bonito address orthogonal problems toward
the same end goal. While DTN is concerned with forward-
ing, routing, naming, in-network storage, and optimization
of node trajectories to generate encounters in the spatial do-
main, Bonito aims to generate encounters in the time domain
between nodes that are spatially close to each other. Whether
concepts from the DTN literature could be applied on top of
Bonito is an interesting question for future research.

Energy-aware MAC protocols. Numerous MAC protocols
have been proposed for ad-hoc and sensor networks [15].
These protocols turn the radio off most of the time, and power
it up only to send or receive a packet. The goal is to achieve

a desired network lifetime by maintaining a certain average
duty cycle. A fundamental assumption of these protocols is
that the radio can be powered up at any point in time, which
is exploited to reduce idle listening by flexibly scheduling
communication among nodes. This is, however, not possible
in a battery-free system, where devices are unavailable when-
ever the capacitor voltage is below a certain threshold, which
renders existing energy-aware MAC protocols ineffective.

9 Conclusions
We have presented Bonito, a connection protocol for wireless
battery-free devices. By adapting the connection interval to
the different and time-varying charging times of intermittently
powered nodes, Bonito maintains long-running connections
that provide significantly better throughput, latency, and re-
liability than the state of the art. We have evaluated Bonito
by implementing it on a battery-free prototype, conducting
testbed experiments with real energy-harvesting traces from
diverse scenarios, and demonstrating its utility in an occu-
pancy monitoring case study. With Bonito, we contribute a
prime communication primitive, device-to-device unicast, that
brings the capabilities of battery-free systems one step closer
to those known from today’s battery-supported systems.

Availability
The data described in Sec. 2 and a Python implementation of
the Bonito protocol from Sec. 3 are available under a permis-
sive MIT license at https://bonito.nes-lab.org/.
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A Appendix: Gradient Equations
Exponential distribution. The derivative of the log-
likelihood function is given by:

L(λ) = log(λ · exp(−λx)) = logλ−λxi (12)

∇L(λ) =
1
λ
− xi (13)

Calculating the natural gradient by defining the step size
in terms of the Kullback-Leibler divergence in the distribu-
tion space has been shown to speed up convergence in many
cases [2]. We obtain the natural gradient by multiplying the
regular gradient from (13) with the inverse of the Fisher In-
formation Matrix of the exponential distribution Mexp:

https://bonito.nes-lab.org/


Mexp = λ
−2 (14)

∂L
∂λ

= [Mexp]
−1 · 1

λ
− xi = λ−λ

2 · xi (15)

Gaussian mixture model. We adopt the gradient equations
from [44]: Let f (xi,µ,σ2) be the probability density function
of the standard normal distribution. The responsibility func-
tion r(xi,k) quantifies the contribution of the k-th component
to the model:

r(xi,k) =
ρk · f (xi,µk,σ

2
k)

∑
K
l
(
ρl · f (xi,µl ,σ

2
l )
) (16)

The update equations for the model parameters for the k-th
component are then:

∂L
∂ρk

= r(xi,k)−ρk (17)

∂L
∂µk

=
1
ρk
· r(xi,k) · (xi−µk) (18)

∂L
∂σ2

k
=

1
ρk
· r(xi,k) · (xi−µk)

2−σ
2
k (19)

Normal distribution. We consider the special case of a gaus-
sian mixture model with a single component and also use the
equations from [44]:

∂L
∂µ

= (xi−µ) (20)

∂L
∂σ2 = (xi−µ)2−σ

2 (21)
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