# Complete low frequency asymptotics for time-harmonic generalized Maxwell equations in nonsmooth exterior domains 

Dirk Pauly<br>Fachbereich Mathematik, Universität Duisburg-Essen, Campus Essen, Universitätsstr. 2, 45117 Essen, Germany<br>E-mail: dirk.pauly@uni-due.de


#### Abstract

We continue the study of the operator of generalized Maxwell equations and completely discover the behavior of the solutions of the time-harmonic equations as the frequency tends to zero. Thereby we identify degenerate operators in terms of special 'polynomially growing' solutions of a corresponding static problem, which must be added to the 'usual' Neumann series in order to describe the low frequency asymptotic adequately. Keywords: low frequency asymptotics, exterior boundary value problems, Maxwell's equations, variable coefficients, electromagneto static, Hodge-Helmholtz decompositions, radiating solutions, asymptotic expansions, spherical harmonics, Hankel functions


## 1. Introduction and main results

We continue our studies started in [24] and [25] on the low frequency behaviour of the solution operator

$$
\begin{aligned}
\mathcal{L}_{\omega}: \mathrm{L}_{s}^{2, q, q+1}(\Omega) & \longrightarrow \mathrm{L}_{t}^{2, q, q+1}(\Omega) \quad \forall s,-t>\frac{1}{2} \\
(F, G) & \longmapsto(E, H)
\end{aligned}
$$

of the generalized ('generalized' means the framework of alternating differential forms) time-harmonic Maxwell equations

$$
\operatorname{div} H+\mathrm{i} \omega \varepsilon E=F, \quad \operatorname{rot} E+\mathrm{i} \omega \mu H=G
$$

shortly written as

$$
\begin{equation*}
(M+\mathrm{i} \omega \Lambda)(E, H)=(F, G) \tag{1.1}
\end{equation*}
$$

with homogeneous (Dirichlet) tangential or electric boundary condition

$$
\gamma_{t} E=0
$$

which models a perfect conductor, and (Maxwell) radiation conditions

$$
(-1)^{q N} * \mathrm{~d} r \wedge * H+E \in \mathrm{~L}_{\hat{t}}^{2, q}(\Omega), \quad \mathrm{d} r \wedge E+H \in \mathrm{~L}_{\hat{t}}^{2, q+1}(\Omega), \quad \hat{t}>-\frac{1}{2}
$$

shortly written as

$$
(\tilde{S}+\mathrm{Id})(E, H) \in \mathrm{L}_{\hat{t}}^{2, q, q+1}(\Omega)
$$

in an exterior domain $\Omega \subset \mathbb{R}^{N}$ with $N \in \mathbb{N}$ (i.e. a connected open set with compact complement). Here $r(x)=|x|$ for $x \in \mathbb{R}^{N}$ and $\wedge$ denotes the exterior product as well as $*$ the usual Hodge star isomorphism. $\gamma_{t}:=\iota^{*}$ denotes the tangential trace and $\iota: \partial \Omega \hookrightarrow \bar{\Omega}$ the natural embedding of the boundary. We note that the range of $\mathcal{L}_{\omega}$ is even contained in $\stackrel{\circ}{\mathbf{R}}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega)$. Here $(E, H),(F, G)$ are pairs of alternating differential forms of rank $q$ resp. $q+1$. Moreover, we introduce the matrix-type operators acting on such pairs

$$
M=\left[\begin{array}{cc}
0 & \operatorname{div} \\
\operatorname{rot} & 0
\end{array}\right], \quad \Lambda=\left[\begin{array}{cc}
\varepsilon & 0 \\
0 & \mu
\end{array}\right], \quad \tilde{S}=\left[\begin{array}{cc}
0 & \tilde{T} \\
\tilde{R} & 0
\end{array}\right]
$$

with $\tilde{T}=(-1)^{q N} * \tilde{R} *$ and $\tilde{R}=\mathrm{d} r \wedge$. Following Weyl [55] and to remind of the electro-magnetic background it has become customary to denote the exterior derivative d by rot and the co-derivative $\delta$ by div. Hence on $(q+1)$-forms we have

$$
\operatorname{div}=(-1)^{q N} * \operatorname{rot} *
$$

We note in passing that the differential operators rot, div, $M$ and the 'multiplication' operators $\tilde{R}, \tilde{T}, \tilde{S}$ are related to each other by at least two properties: For any smooth function $\varphi$ we have

$$
C_{\mathrm{rot}, \varphi(r)}=\varphi^{\prime}(r) \tilde{R}, \quad C_{\operatorname{div}, \varphi(r)}=\varphi^{\prime}(r) \tilde{T}, \quad C_{M, \varphi(r)}=\varphi^{\prime}(r) \tilde{S},
$$

where $C_{A, B}$ denotes the commutator of the two operators $A$ and $B$, as well as rot, div, $M$ correspond in the Fourier image to $\operatorname{ir} \tilde{R}, \operatorname{ir} \tilde{T}, \operatorname{ir} \tilde{S}$. Furthermore, the frequencies $\omega$ will be taken from the upper half plane $\mathbb{C}_{+}=\{z \in \mathbb{C}: \operatorname{Im} z \geqslant 0\}$. We define

$$
\mathrm{L}_{s}^{2, q, p}(\Omega):=\mathrm{L}_{s}^{2, q}(\Omega) \times \mathrm{L}_{s}^{2, p}(\Omega), \quad q, p \in \mathbb{Z}, s \in \mathbb{R}
$$

where $\mathrm{L}_{s}^{2, q}(\Omega)$ is the Hilbert space of all differential forms $E \in \mathrm{~L}_{\text {loc }}^{2, q}(\Omega)$ with $\rho^{s} E \in \mathrm{~L}^{2, q}(\Omega)$ equipped with the scalar product

$$
\langle E, H\rangle_{\mathrm{L}_{s}^{2, q}(\Omega)}:=\int_{\Omega} \rho^{2 s} E \wedge * \bar{H}
$$

Here the bar denotes complex conjugation and $\rho:=\rho(r):=\left(1+r^{2}\right)^{1 / 2}$.
We are going to model inhomogeneous, anisotropic and nonsmooth media by linear $\mathrm{L}^{\infty}$-transformations $\varepsilon$ and $\mu$ on $q$ - and $(q+1)$-forms, i.e. dielectricity and permeability. Moreover, our right-hand sides $(F, G)$ from $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ under consideration do not have to be necessarily compactly supported.

The study of wave scattering at low frequencies was pioneered by Lord Rayleigh [36]. His contributions provide the foundation on which almost all subsequent work is based. Low frequency asymptotics for Maxwell's boundary value problem have been given, for instance, by Müller and Niemeyer [22], Stevenson [37], Kleinman [11], Werner [49-52,54], Kress [12], Ramm [33], Kriegsmann and Reiss [13], Ramm et al. [35], Athanasiadis et al. [5] as well as by Picard [30] and Weck and Witsch [40]. We also should mention the book of Dassios and Kleinman [7]. Ramm and Somersalo [34] and Lassas [14] considered the low frequency limit from the point of view of inverse problems.

In none of the works cited above the calculation of the higher order terms in a suitable expansion in terms of the frequency is analyzed. Ammari and Nédélec proved in [2,4] such expansions. They reformulated the exterior boundary value problem in a truncated bounded domain using an 'exterior electromagnetic operator', called by Monk [18] the 'electric to magnetic Calderon operator' or by Colton and Kress [6] the 'electric to magnetic boundary component map', which is the counterpart of the Dirichlet to Neumann operator for Helmholtz' equation. Unfortunately due to the asymptotic expansion of the exterior electromagnetic operator their method requires exact nonlocal radiation conditions, which leads to nonlocal boundary conditions on a sphere. Thus it is not possible to identify the expected Neumann series part of the corresponding static solution operator in the solution. Furthermore, they discuss only the case

$$
\left(\left[\begin{array}{cc}
0 & -\operatorname{curl} \\
\operatorname{curl} & 0
\end{array}\right]-\mathrm{i} \omega(\operatorname{Id}+\hat{\Lambda})\right)(E, H)=-\mathrm{i} \omega \hat{\Lambda}(F, G)
$$

where $(F, G)$ is the time independent part of a time-harmonic incoming wave and $\hat{\Lambda}$ some compactly supported perturbation.

To overcome these problems and limitations and to identify the 'usual' Neumann series part of a static solution operator Weck and Witsch started in [41-44] a detailed analysis of the low frequency behavior of solutions of Helmholtz' equation. In [45] their new method was completed. They identified degenerate correction operators in terms of special 'polynomially growing' solutions of a corresponding static problem, which must be added to the 'usual' Neumann series in order to describe the low frequency asymptotic adequately. With the help of [46], where a calculus in spherical coordinates suited for differential forms has been established, they were able to apply and extend their methods to the case of generalized linear elasticity.

Now in this paper we transfer their method to the case of generalized Maxwell equations. Hereby we again utilize [46] as an important tool and also the preliminary works [24,25,27]. Thus throughout this paper we will use the notations introduced in these papers.

All these low frequency investigations are not only motivated by the problem in its own right, but also by its applications to the large time behavior of solutions to the initial boundary value problems for the (generalized) wave equation and to the existence proofs for nonlinear (generalized) wave equations. In this context we may refer to Eidus' principle of limiting amplitude [9] and, for instance, the papers of Werner [53] as well as Morgenröther and Werner [19,20].

In [24] we studied the time-harmonic solutions of (1.1). Since the linear operator

$$
\begin{aligned}
\mathcal{M}: \stackrel{\circ}{\mathbf{R}}^{q}(\Omega) \times \mathbf{D}^{q+1}(\Omega) \subset{ }_{\Lambda} \mathrm{L}^{2, q, q+1}(\Omega) & \longrightarrow{ }_{\Lambda} \mathrm{L}^{2, q, q+1}(\Omega) \\
(E, H) & \longmapsto \mathrm{i} \Lambda^{-1} M(E, H)
\end{aligned}
$$

is selfadjoint, we were able to obtain radiation solutions $(E, H)$ for nonvanishing real frequencies and right hand sides $(F, G) \in \mathrm{L}_{>1 / 2}^{2, q, q+1}(\Omega)$ by means of Eidus' limiting absorption principle [8] (approaching from the upper half plane $\mathbb{C}_{+}$). These solutions are elements of $\mathrm{L}_{<-1 / 2}^{2, q, q+1}(\Omega)$ and satisfy the Maxwell radiation condition, i.e. $(\tilde{S}+\mathrm{Id})(E, H) \in \mathrm{L}_{>-1 / 2}^{2, q, q+1}(\Omega)$ (see [24], Section 3, for details). In other words the resolvent $(\mathcal{M}-\omega)^{-1}$ of $\mathcal{M}$ and hence also $\mathcal{L}_{\omega}=\mathrm{i}(\mathcal{M}-\omega)^{-1} \Lambda^{-1}$ may be extended continuously to the real axis. Then using the fundamental solution of Helmholtz' equation in the whole space $\mathbb{R}^{N}$ we showed that eventually eigenvalues of $\mathcal{M}$ do not accumulate even at $\omega=0$. This makes $\mathcal{L}_{\omega}$ well defined on the whole of $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ for small frequencies $0 \neq \omega \in \mathbb{C}_{+}$. Finally we proved in [24], Corollary 5.5, that $\mathcal{L}_{\omega}$ restricted to the closed subspace $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ (see Definition 2.1) of $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ converges to the static solution operator $\mathcal{L}_{0}$ as $\omega$ tends to zero in the norm of bounded linear operators from $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ to $\stackrel{\circ}{\mathbf{R}}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega)$ for all $s \in(1 / 2, N / 2)$ and $t<s-(N+1) / 2$. Here $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ consists of solenoidal resp. irrotational forms and

$$
\begin{aligned}
\mathcal{L}_{0}: \operatorname{Reg}^{q, 0}(\Omega) & \longrightarrow\left(\stackrel{\circ}{\mathrm{R}}_{-1}^{q}(\Omega) \times \mathrm{D}_{-1}^{q+1}(\Omega)\right) \cap \Lambda^{-1} \operatorname{Reg}_{-1}^{q, 0}(\Omega) \\
(F, G) & \longmapsto(E, H),
\end{aligned}
$$

where $(E, H) \in \mathrm{L}_{-1}^{2, q, q+1}(\Omega)$ is the unique solution of the (decoupled) static Maxwell problem

$$
\begin{array}{llll}
\operatorname{rot} E=G, & \operatorname{div} \varepsilon E=0, & \iota^{*} E=0, & \varepsilon E \perp \stackrel{\circ}{\mathrm{~B}}^{q}(\Omega) \\
\operatorname{div} H=F, & \operatorname{rot} \mu H=0, & \iota^{*} \mu H=0, & \mu H \perp \mathrm{~B}^{q+1}(\Omega),
\end{array}
$$

which may shortly be written as

$$
(E, H) \in\left(\stackrel{\circ}{\mathrm{R}}_{-1}^{q}(\Omega) \times \mathrm{D}_{-1}^{q+1}(\Omega)\right) \cap \Lambda^{-1} \operatorname{Reg}_{-1}^{q, 0}(\Omega) \quad \wedge \quad M(E, H)=(F, G)
$$

The special forms from $\stackrel{\circ}{\mathrm{B}}^{q}(\Omega)$ resp. $\mathrm{B}^{q+1}(\Omega)$ possess compact resp. bounded supports in $\Omega$ and they play the role of the Dirichlet forms ${ }_{\varepsilon} \mathcal{H}^{q}(\Omega)$ resp. ${ }_{\mu^{-1}} \mathcal{H}^{q+1}(\Omega)$, where ${ }_{\nu} \mathcal{H}^{q}(\Omega)={ }_{\nu} \mathcal{H}_{0}^{q}(\Omega)$ and for $t \in \mathbb{R}$ (in classical terms)

$$
{ }_{\nu} \mathcal{H}_{t}^{q}(\Omega)=\left\{E \in \mathrm{~L}_{t}^{2, q}(\Omega): \operatorname{rot} E=0, \operatorname{div} \nu E=0, \iota^{*} E=0\right\}
$$

Due to the existence of a nontrivial kernel of the Maxwell operator these (or other) orthogonality constraints are necessary.

In the bounded domain case it is just an easy exercise to show that $\mathcal{L}_{\omega}$ is approximated by Neumann's series of $\mathcal{L}_{0}$ or $\mathcal{L}=\Lambda \mathcal{L}_{0}$ for small frequencies $\omega$, i.e.

$$
\begin{equation*}
\mathcal{L}_{\omega}=-(-\mathrm{i} \omega)^{-1} \Pi+\sum_{j=0}^{\infty}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}} \tag{1.2}
\end{equation*}
$$

where $\Pi$ and $\Pi_{\mathrm{reg}}=\mathrm{Id}-\Lambda \Pi$ are projections onto the kernel of $M$ and its orthogonal complement in $\mathrm{L}^{2, q, q+1}(\Omega)$. In the case of an exterior domain this low frequency asymptotic holds no longer true, because due to Poincare's estimate for Maxwell equations the static solution operator maps data from
a polynomially weighted Sobolev space to solutions belonging to a less weighted Sobolev space. So a priori it is not clear, in which way one may define higher powers of a static solution operator.

In [25] we took care of some electro-magneto static problems and were able to prove that an (not obvious and relatively complicated) iteration process of a suitable static solution operator $\mathcal{L}$ still holds true [25], Theorem 5.10. This gives meaning to the powers $\mathcal{L}^{j}$ of $\mathcal{L}$ as continuous linear operators on subspaces of $\operatorname{Reg}_{\mathrm{loc}}^{q, 0}(\Omega)$ even for exterior domains. As a byproduct we proved a generalized spherical harmonics expansion suited for Maxwell equations, which will be used frequently in this paper as well.

Now in this paper, which is the third and last one of our little series, we analyze the solution formula (1.2) and try to give meaning to it in exterior domains in the sense of an asymptotic expansion

$$
\begin{equation*}
\mathcal{L}_{\omega}+(-\mathrm{i} \omega)^{-1} \Pi-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right), \quad \mathbf{J} \in \mathbb{N}_{0} \tag{1.3}
\end{equation*}
$$

Thereby we follow closely the ideas of Weck and Witsch from [45] and [47,48]. Due to our exterior boundary value problems there arise three major complications:

1. With growing $\mathbf{J}$ we have to use stronger norms for the data and obtain estimates in weaker norms for the solutions.
2. As $\Pi$ and $\Pi_{\text {reg }}$ already indicate we need weighted Hodge-Helmholtz decompositions of $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ respecting inhomogeneities $\Lambda$. In [27] we presented results, which will meet our needs. In fact we proved topological direct decompositions

$$
\mathrm{L}_{s}^{2, q, q+1}(\Omega)=\left(\Lambda \operatorname{Tri}_{s}^{q}(\Omega)+\operatorname{Reg}_{s}^{q,-1}(\Omega)\right) \cap \mathrm{L}_{s}^{2, q, q+1}(\Omega)
$$

where $\operatorname{Tri}_{s}^{q}(\Omega)=\Pi \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $\operatorname{Reg}_{s}^{q,-1}(\Omega)=\Pi_{\mathrm{reg}} \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. We note

$$
\begin{aligned}
& \operatorname{Tri}_{s}^{q}(\Omega) \subset{ }_{0}^{\circ} \stackrel{q}{R}_{t}^{q}(\Omega) \times{ }_{0} \mathbf{D}_{t}^{q+1}(\Omega), \\
& \operatorname{Reg}_{s}^{q,-1}(\Omega) \subset \operatorname{Reg}_{t}^{q, 0}(\Omega) \subset{ }_{0} \mathbf{D}_{t}^{q}(\Omega) \times{ }_{0} \stackrel{\circ}{\mathbf{R}}_{t}^{q+1}(\Omega)
\end{aligned}
$$

are only subspaces of $\mathrm{L}_{t}^{2, q, q+1}(\Omega)$ with $t \leqslant s$ and $t<N / 2$ and even not of $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ if $s \geqslant N / 2$ (see Lemma 3.8, [27]).
3. We have to correct (1.3) by special operators $\Gamma_{j}$.

More precisely for $\mathbf{J} \in \mathbb{N}_{0}$ and $s,-t>1 / 2$ we shall look for asymptotic estimates like

$$
\begin{align*}
& \| \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1} \Pi(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}(F, G) \\
& -\sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j+N-1} \Gamma_{j}(F, G)\left\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\right\|(F, G) \|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)} \tag{1.4}
\end{align*}
$$

Hereby the $\mathcal{O}$-symbols are always meant for $\omega \rightarrow 0$ and uniformly with respect to $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G)$, where $\mathbb{C}_{+, \hat{\omega}}:=\left\{\omega \in \mathbb{C}_{+}:|\omega| \leqslant \hat{\omega}\right\}$ for some $\hat{\omega}>0$.

Throughout this paper we will make the following assumptions.

## General Assumptions.

- We restrict our considerations to ranks of forms

$$
1 \leqslant q \leqslant N-2
$$

and odd space dimensions $\mathbb{N} \ni N \geqslant 3$. Hence of course the most interesting case of the classical Maxwell equations, $N=3$ and $q=1$, is covered. The treatment of even dimensions (especially $N=2$ ) would increase the complexity of our calculations considerably due to the appearance of logarithmic terms in the fundamental solution for Helmholtz' equation (Hankel functions). But there is no reasonable doubt that our methods can be used to obtain similar results in any even dimension as well.

- We fix a radius $r_{0}>0$ and some radii $r_{n}:=2^{n} r_{0}, n \in \mathbb{N}$, such that $\mathbb{R}^{N} \backslash \Omega \subset U_{r_{0}}$. Moreover, we remind of the cut-off functions $\boldsymbol{\eta}, \hat{\eta}$ and $\eta$ from [24], (2.1)-(2.3). $\eta$ satisfies supp $\eta=\overline{A_{r_{1}}}$, $\operatorname{supp} \nabla \eta=\overline{A_{r_{1}} \cap U_{r_{2}}}$. Here $U_{r}:=\left\{x \in \mathbb{R}^{N}:|x|<r\right\}$ and $A_{r}:=\left\{x \in \mathbb{R}^{N}:|x|>r\right\}$ for $r>0$.
- For simplicity $\Omega \subset \mathbb{R}^{N}$ may have a Lipschitz boundary. In fact, $\Omega$ only needs to have the Maxwell local compactness property MLCP from [24], Definition 2.4, i.e. the inclusions

$$
\stackrel{\circ}{\mathbf{R}}^{q}(\Omega) \cap \mathbf{D}^{q}(\Omega) \hookrightarrow \mathrm{L}_{\operatorname{loc}}^{2, q}(\bar{\Omega})
$$

have to be compact for all $q$, as well as the static Maxwell property SMP from [25], Section 4, i.e. the existence of special forms $\stackrel{\circ}{\mathrm{B}}^{q}(\Omega)$ and $\mathrm{B}^{q+1}(\Omega)$ must be guaranteed. Anyhow, Lipschitz domains possess these properties.

- We assume $\varepsilon=\operatorname{Id}+\hat{\varepsilon}$ and $\mu=\mathrm{Id}+\hat{\mu}$ to be $\tau$ - $\mathrm{C}^{1}$-admissible (see [24], Definitions 2.1 and 2.2) linear transformations on $q$ - resp. ( $q+1$ )-forms with some rate of decay $\tau>0$, which will vary throughout this paper. The greek letter $\tau$ always stands for the order of decay of the perturbations $\hat{\varepsilon}$ and $\hat{\mu}$. Clearly we then have $\Lambda=\mathrm{Id}+\hat{\Lambda}$. Hence our transformations may have $\mathrm{L}^{\infty}$-entries, which are only assumed to be $\mathrm{C}^{1}$ in $A_{r_{0}}$ and asymptotically homogeneous, i.e. $\partial^{\alpha} \hat{\Lambda}$ decays like $r^{-\tau-|\alpha|}$ for all multi-indices $\alpha$ with $|\alpha| \leqslant 1$ with some order $\tau$ at infinity.

We may describe our results briefly as follows:

1. We shall identify degenerate correction operators $\Gamma_{j}$ by a recursion which involves only special solutions $E_{\sigma, m}^{+}$and $H_{\sigma, n}^{+}$as well as their powers $E_{\sigma, m}^{+, k}=\mathcal{L}^{k} \Lambda\left(E_{\sigma, m}^{+}, 0\right)$ and $H_{\sigma, n}^{+, k}=\mathcal{L}^{k} \Lambda\left(0, H_{\sigma, n}^{+}\right)$ of $\mathcal{L}$ of our homogeneous static boundary value problems

$$
\begin{array}{llll}
\operatorname{rot} E_{\sigma, m}^{+}=0, & \operatorname{div} \varepsilon E_{\sigma, m}^{+}=0, & \iota^{*} E_{\sigma, m}^{+}=0, & \varepsilon E_{\sigma, m}^{+} \perp \stackrel{\circ}{\mathbf{B}}^{q}(\Omega) \\
\operatorname{div} H_{\sigma, n}^{+}=0, & \operatorname{rot} \mu H_{\sigma, n}^{+}=0, & \iota^{*} \mu H_{\sigma, n}^{+}=0, & \mu H_{\sigma, n}^{+} \perp \mathrm{B}^{q+1}(\Omega),
\end{array}
$$

but with inhomogeneities at infinity, namely

$$
\begin{array}{ll}
E_{\sigma, m}^{+}-{ }^{+} D_{\sigma, m}^{q, 0} & \text { 'decays', i.e. belongs to } \mathrm{L}_{>-N / 2}^{2, q}(\Omega), \\
H_{\sigma, n}^{+}-{ }^{+} R_{\sigma, n}^{q+1,0} & \text { 'decays', i.e. belongs to } \mathrm{L}_{>-N / 2}^{2, q+1}(\Omega),
\end{array}
$$

where the special growing tower forms ${ }^{+} D_{\sigma, m}^{q, k}$ and ${ }^{+} R_{\sigma, n}^{q+1, k}$ from [25], Section 2, behave like $r^{k+\sigma}$ at infinity. (See Lemmas 2.4 and 2.6, Remark 2.5, Definitions 3.4 and 3.12.)
2. On the 'trivial' subspace $\operatorname{Tri}_{s}^{q}(\Omega)$ the solution operator $\mathcal{L}_{\omega}$ behaves like the division by the frequency, i.e.

$$
\mathrm{i} \omega \mathcal{L}_{\omega} \Lambda(F, G)=(F, G), \quad \forall(F, G) \in \operatorname{Tri}_{s}^{q}(\Omega)
$$

(see (3.40)).
3. We shall identify closed subspaces $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ of $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ (and of $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ ), the 'spaces of regular convergence', for whose elements $(F, G)$ the 'usual' Neumann expansion

$$
\left\|\mathcal{L}_{\omega}(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

holds true. We are also able to characterize the spaces of regular convergence by orthogonality relations with the aid of the special static solutions $E_{\sigma, m}^{+, k}$ and $H_{\sigma, n}^{+, k}$ (see Theorem 2.3, Lemma 2.15).
4. For $(F, G) \in \operatorname{Reg}_{s}^{q,-1}(\Omega)$ we obtain the corrected Neumann expansion

$$
\begin{aligned}
& \left\|\mathcal{L}_{\omega}(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}(F, G)-\sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j+N-1} \Gamma_{j}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)} \\
& \quad=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{L_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

and for general $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ we get the fully corrected Neumann expansion (1.4) (see Main Theorem).
5. Concerning our media $\Lambda=\mathrm{Id}+\hat{\Lambda}$ we shall distinguish between two kinds of assumptions on our inhomogeneities:
(a) $\hat{\Lambda}$ has compact support. Then we may always choose $r_{0}$, such that supp $\hat{\Lambda} \subset U_{r_{0}}$.
(b) $\hat{\Lambda}$ 'decays' with a rate $\tau>0$ at infinity in the sense of $\Lambda$ is $\tau$ - $\mathrm{C}^{1}$-admissible.

In the first case our results will hold for any $\mathbf{J}$, whereas in the second case only $\mathbf{J} \leqslant \hat{\mathbf{J}}$ with some $\hat{\mathbf{J}}$ depending on $\tau$ are allowed.

Due to $[25,46]$ and originally [17] we have to exclude a discrete set of 'bad' weights, namely

$$
\mathbb{I}:=\left(\mathbb{N}_{0}+\frac{N}{2}\right) \cup\left(1-\frac{N}{2}-\mathbb{N}_{0}\right)=\left\{n+\frac{N}{2}, 1-n-\frac{N}{2}: n \in \mathbb{N}_{0}\right\} .
$$

Our main result of this paper reads as follows:
Main Theorem. Let $\mathbf{J} \in \mathbb{N}$ and $s \in \mathbb{R} \backslash \mathbb{I}$ as well as

$$
\begin{aligned}
& s>\mathbf{J}+\frac{1}{2} \\
& t<\min \left\{\frac{N}{2}-\mathbf{J}-2,-\frac{1}{2}\right\}, \\
& \tau>\max \left\{\frac{N+1}{2}, s-t\right\} .
\end{aligned}
$$

Then there exists some $\hat{\omega}>0$, such that the asymptotic

$$
\mathcal{L}_{\omega}+(-\mathrm{i} \omega)^{-1} \Pi-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}-\sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j+N-1} \Gamma_{j}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)
$$

holds uniformly with respect to $\mathbb{C}_{+, \hat{\omega}} \backslash\{0\} \ni \omega \rightarrow 0$ in the norm of bounded linear operators from $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ to $\mathrm{L}_{t}^{2, q, q+1}(\Omega)$. This asymptotic also holds true for $\mathbf{J}=0$, if we replace the assumptions on $t$ and $\tau$ by $t \leqslant s-(N+1) / 2, t<-1 / 2$ and $\tau>\max \{(N+1) / 2, s+1-N / 2\}$.

We note that the correction operators $\Gamma_{j}$ only occur for asymptotic orders $\mathbf{J} \geqslant N$.
Remark A. These asymptotics remain valid even in stronger norms. In the norm of bounded linear operators from $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ to $\stackrel{\circ}{\mathbf{R}}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega)$ we obtain the desired estimate if we assume additionally $t \leqslant s-(N+1) / 2$ in the case $\mathbf{J}=1$. In the (strongest) norm of bounded linear operators from $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ to $\stackrel{\circ}{\mathrm{R}}_{t}^{q}(\Omega) \times \mathrm{D}_{t}^{q+1}(\Omega)$ the estimate holds true if we assume additionally $t<-3 / 2$ and moreover $t \leqslant s-(N+3) / 2$ if $\mathbf{J} \in\{0,1\}$.

Remark B. Using the estimate (ii) instead of (i) from Theorem 2.3 during our considerations in Section 3 we would achieve asymptotics with the small $o$-symbol instead of $\mathcal{O}$. As an example we obtain (for nearly the same $s, t$ and $\tau$ )

$$
\mathcal{L}_{\omega}+(-\mathrm{i} \omega)^{-1} \Pi-\sum_{j=0}^{\mathbf{J}}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}-\sum_{j=0}^{\mathbf{J}-N+1}(-\mathrm{i} \omega)^{j+N-1} \Gamma_{j}=\mathrm{o}\left(|\omega|^{\mathbf{J}}\right)
$$

Choosing here $\mathbf{J}=1$ we may easily conclude the differentiability of $\mathcal{L}_{\omega}$ in $\omega=0$ as an operator acting on $\operatorname{Reg}_{s}^{q,-1}(\Omega)=\Pi_{\text {reg }} \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. We obtain the following corollary.

Corollary. Let $s \in(3 / 2, \infty) \backslash \mathbb{I}$ and $t<\min \{N / 2-3,-1 / 2\}$ as well as $\tau>\max \{(N+1) / 2, s-t\}$. Then

$$
\mathbb{C}_{+, \hat{\omega}} \ni \omega \longmapsto \mathrm{i} \mathcal{L}_{\omega} \in B\left(\operatorname{Reg}_{s}^{q,-1}(\Omega), \stackrel{\circ}{\mathbf{R}}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega)\right)
$$

is differentiable in $\omega=0$ with derivative $\Lambda^{-1} \mathcal{L}^{2}$.
Remark C. Formally our solution of (1.1) satisfies the perturbed Helmholtz-type equation

$$
\left(\left[\begin{array}{cc}
\varepsilon^{-1} \operatorname{div} \mu^{-1} \operatorname{rot} & 0 \\
0 & \mu^{-1} \operatorname{rot} \varepsilon^{-1} \operatorname{div}
\end{array}\right]+\omega^{2}\right)(E, H)=\left(\Lambda^{-1} M-\mathrm{i} \omega\right) \Lambda^{-1}(F, G)
$$

and

$$
\mathrm{i} \omega \operatorname{div} \varepsilon E=\operatorname{div} F, \quad \mathrm{i} \omega \operatorname{rot} \mu H=\operatorname{rot} G
$$

which imply

$$
\begin{aligned}
& \left(\left[\begin{array}{cc}
\varepsilon^{-1} \operatorname{div} \mu^{-1} \operatorname{rot}+\operatorname{rot} \operatorname{div} \varepsilon & 0 \\
0 & \\
\mu^{-1} \operatorname{rot} \varepsilon^{-1} \operatorname{div}+\operatorname{div} \operatorname{rot} \mu
\end{array}\right]+\omega^{2}\right)(E, H) \\
& \quad=\left(\frac{1}{\mathrm{i} \omega}\left[\begin{array}{cc}
\operatorname{rot} \operatorname{div} & 0 \\
0 & \operatorname{div} \operatorname{rot}
\end{array}\right] \Lambda+\Lambda^{-1} M-\mathrm{i} \omega\right) \Lambda^{-1}(F, G) .
\end{aligned}
$$

We note $\Delta=\operatorname{div}$ rot + rot div. Due to this formula and under certain regularity restrictions for $(F, G)$ the cases $q=0$ and $q=N-1$ are equivalent to scalar (perturbed) Helmholtz problems for $E$ and $H$, since $E$ for $q=0$ and $H$ for $q=N-1$ are scalar functions. The first case $q=0$, i.e. a Helmholtz equation with homogeneous Dirichlet boundary condition for $E$, has already been discussed in [45] or [48] and even for the most complicated case $N=2$ in [29]. The other case $q=N-1$ corresponds to a Helmholtz equation with homogeneous or inhomogeneous Dirichlet boundary condition $\mathrm{i} \omega \mu H=G$ on $\partial \Omega$ for $H$ and can be handled analogously to the case $q=0$ using an adequate extension operator.

However, also in the case $q=N-1$ our techniques work. The only difference is that now some exceptional 'tower forms' occur. Due to their appearance we have to tackle some additional difficulties and the correction operators occur already at the power $\omega^{N-2}$ instead of $\omega^{N-1}$ in the case $1 \leqslant q \leqslant N-2$. At this point we note in passing that for more regular data from $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ the correction operators appear primarily at the power $\omega^{N}$ for $1 \leqslant q \leqslant N-2$ and at $\omega^{N-1}$ if $q=N-1$.

Remark D. We easily obtain a low frequency asymptotic for inhomogeneous boundary data as well. For this purpose we utilize the tangential trace and extension operators $\gamma_{t}:=\mathcal{T}$ and $\check{\gamma}_{t}:=\mathcal{T}^{-1}$, which recently have been studied by Weck [39]. Let us remind of the solution operator

$$
\begin{aligned}
\mathcal{S}_{\omega}: \mathrm{L}_{s}^{2, q, q+1}(\Omega) \times \mathcal{R}^{q}(\partial \Omega) & \longrightarrow \mathbf{R}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega) \subset \mathrm{L}_{t}^{2, q, q+1}(\Omega), \\
(F, G, \lambda) & \longmapsto(E, H)
\end{aligned}
$$

for $s,-t>1 / 2$ from [24], Section 6, of the Maxwell system

$$
(M+\mathrm{i} \omega \Lambda)(E, H)=(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega), \quad \gamma_{t} E=\lambda \in \mathcal{R}^{q}(\partial \Omega)
$$

where $\mathcal{R}^{q}(\partial \Omega):=R^{-1 / 2, q}(\partial \Omega)=\left\{\varkappa \in \mathrm{H}^{-1 / 2, q}(\partial \Omega)\right.$ : Rot $\left.\varkappa \in \mathrm{H}^{-1 / 2, q+1}(\partial \Omega)\right\}$ and Rot $:=\mathrm{d}$ denotes the exterior derivative on the boundary manifold $\partial \Omega$. Again $\mathcal{S}_{\omega}$ is well defined for small frequencies $\omega$ and connected to $\mathcal{L}_{\omega}$ via

$$
\mathcal{S}_{\omega}(F, G, \lambda)=\left(\check{\gamma}_{t} \lambda, 0\right)+\mathcal{L}_{\omega}(F, G)-\mathrm{i} \omega \mathcal{L}_{\omega}\left(\varepsilon \check{\gamma}_{t} \lambda, 0\right)-\mathcal{L}_{\omega}\left(0, \operatorname{rot} \check{\gamma}_{t} \lambda\right) .
$$

Thus $\mathcal{S}_{\omega}$ inherits its low frequency behavior from $\mathcal{L}_{\omega}$. We note that $\check{\gamma}_{t} \lambda \in \mathrm{R}_{\mathrm{vox}}^{q}(\Omega)$ and

$$
\left(\varepsilon \check{\gamma}_{t} \lambda, \operatorname{rot} \check{\gamma}_{t} \lambda\right) \in \mathrm{D}_{\mathrm{vox}}^{q}(\Omega) \times{ }_{0} \mathrm{R}_{\mathrm{vox}}^{q+1}(\Omega) .
$$

If we assume a more regular boundary $\partial \Omega$, e.g. $\mathrm{C}^{3}$, and a slightly more regular dielectrical coefficient $\varepsilon$, i.e. $\mathrm{C}^{1}$ at least in an arbitrarily thin shell of $\Omega$, we can guarantee $\varepsilon \check{\gamma}_{t} \lambda \in{ }_{0} \mathrm{D}_{\mathrm{vox}}^{q}(\Omega) \cap \stackrel{\circ}{\mathrm{B}}^{q}(\Omega)^{\perp}$ by a modification of the extension operator $\check{\gamma}_{t}$, i.e.

$$
\left(\varepsilon \check{\gamma}_{t} \lambda, 0\right) \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega) .
$$

Due to $\gamma_{t}$ rot $=\boldsymbol{\operatorname { R o t }} \gamma_{t}$, i.e. the tangential trace commutes with the exterior derivative, the condition $\operatorname{Rot} \lambda=0$ would imply homogeneous boundary data for $\operatorname{rot} \check{\gamma}_{t} \lambda$, i.e. $\operatorname{rot} \check{\gamma}_{t} \lambda \in{ }_{0}{ }^{\circ}{ }_{\text {vox }}^{q+1}(\Omega)$. Furthermore, for $b \in \mathrm{~B}^{q+1}(\Omega)$

$$
\left\langle\operatorname{rot} \check{\gamma}_{t} \lambda, b\right\rangle_{\mathrm{L}^{2, q+1}(\Omega)}=\left\langle\lambda, \gamma_{n} b\right\rangle_{\mathrm{L}^{2, q}(\partial \Omega)}
$$

holds by Stokes theorem in the sense of the $\mathrm{H}^{-1 / 2, q}(\partial \Omega)-\mathrm{H}^{1 / 2, q}(\partial \Omega)$-duality and hence $\operatorname{rot} \check{\gamma}_{t} \lambda \perp \mathbf{B}^{q+1}(\Omega)$, if and only if $\lambda \perp \gamma_{n} \mathrm{~B}^{q+1}(\Omega)$. Here $\gamma_{n}:= \pm \circledast \gamma_{t} *$ denotes the normal trace and $\circledast$ the Hodge star operator on the manifold $\partial \Omega$. We note that by the regularity assumption for the boundary we have $\mathrm{B}^{q+1}(\Omega) \subset \mathrm{H}^{1, q+1}(\Omega)$ and thus $\gamma_{n} b \in \mathrm{H}^{1 / 2, q}(\partial \Omega)$. (For this $\partial \Omega \in \mathrm{C}^{2}$ would be enough.) Thus for $\lambda \in \mathcal{R}^{q}(\partial \Omega)$ perpendicular to $\gamma_{n} \mathrm{~B}^{q+1}(\Omega)$ and with vanishing rotation we also have $\left(0, \operatorname{rot} \check{\gamma}_{t} \lambda\right) \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$, i.e.

$$
\left(\varepsilon \check{\gamma}_{t} \lambda, \operatorname{rot} \check{\gamma}_{t} \lambda\right) \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega) .
$$

These features of $\check{\gamma}_{t}$ and constraints for $\lambda$ would enhance the asymptotic since then ( $\varepsilon \check{\gamma}_{t} \lambda$, rot $\check{\gamma}_{t} \lambda$ ) would be an element of the kernels of $\Pi$ and $\tilde{\Gamma}_{j}$ (see Definition 3.12 and Remark 3.14). Moreover, it might be of interest to know if there are modifications of the extension operator $\check{\gamma}_{t}$ and constraints for the boundary data $\lambda$, which even imply

$$
\begin{equation*}
\left(\varepsilon \check{\gamma}_{t} \lambda, \operatorname{rot} \check{\gamma}_{t} \lambda\right) \in \operatorname{Reg}_{\mathrm{vox}}^{q, \mathbf{J}}(\Omega), \quad \mathbf{J} \geqslant 1 . \tag{1.5}
\end{equation*}
$$

This property would enhance the asymptotic of $\mathcal{S}_{\omega}$ once more because then all correction operators would vanish on the extended boundary forms. We can give a positive answer to this question as well. By Lemma 2.15 and Remark 2.16 (1.5) holds, if and only if $\left(\varepsilon \check{\gamma}_{t} \lambda, \operatorname{rot} \check{\gamma}_{t} \lambda\right)$ is an element of $\operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$ and perpendicular (in $\mathrm{L}^{2, q, q+1}(\Omega)$ ) to all $\Lambda^{-1} E_{\sigma, m}^{+, j}, \Lambda^{-1} H_{\sigma, n}^{+, j} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)$ with $1 \leqslant j \leqslant \mathbf{J}$. Again these constraints can be transfered to $\lambda$. For $\mathrm{C}^{\mathbf{J}+1}$ regular coefficients $\Lambda$ (at least in a thin shell) it is possible to modify $\check{\gamma}_{t}$ in a way that (1.5) holds, if $\lambda \in \mathcal{R}^{q}(\partial \Omega)$ is irrotational as well as perpendicular (in $\mathrm{L}^{2, q}(\partial \Omega)$ ) to $\gamma_{n} \mathrm{~B}^{q+1}(\Omega)$ and $\gamma_{n} \pi_{2} \Lambda^{-1} E_{\sigma, m}^{+, j}, \gamma_{n} \pi_{2} \Lambda^{-1} H_{\sigma, n}^{+, j}$ for all $E_{\sigma, m}^{+, j}, H_{\sigma, m}^{+, j} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)$ with $1 \leqslant j \leqslant \mathbf{J}$. Here $\pi_{2}$ denotes the projection on the second component. More details can be found in [26], Chapter 4. We note that only the term $\operatorname{rot} \check{\gamma}_{t} \lambda$ produces the constraints for $\lambda$.

It is an interesting open question if all these properties hold for Lipschitz boundaries as well.

## 2. The spaces of regular convergence

First let us remind of the special tower forms

$$
{ }^{ \pm} D_{\sigma, m}^{q, k}, \quad{ }^{ \pm} R_{\sigma, m}^{q, k}
$$

and their properties from [25], Section 2, which will be used frequently throughout this paper. The main tool for their construction is the spherical coordinate calculus developed in [46]. Hence we shall use also many notations and results from this paper. From this point of view the paper at hand demonstrates also an application of [46].

Utilizing [25], Corollary 5.12, we define some special data spaces recursively by the following definition.

Definition 2.1. Let $\mathbf{J} \in \mathbb{N}$ and $s \in(\mathbf{J}-N / 2, \infty) \backslash \mathbb{I}$ as well as $\tau>\max \{0, s-N / 2\}$ and $\tau \geqslant \mathbf{J}-s-1$. For $j=1, \ldots, \mathbf{J}$ we define the 'spaces of regular convergence' via

$$
\begin{aligned}
& \operatorname{Reg}_{s}^{q, 0}(\Omega):={ }_{0} \mathbb{D}_{s}^{q}(\Omega) \times{ }_{0} \mathbb{R}_{s}^{q+1}(\Omega), \\
& \operatorname{Reg}_{s}^{q, j}(\Omega):=\left\{(F, G) \in \operatorname{Reg}_{s}^{q, j-1}(\Omega): \mathcal{L}^{j}(F, G) \in \operatorname{Reg}_{s-j}^{q, 0}(\Omega)\right\} .
\end{aligned}
$$

We will call $\operatorname{Reg}_{s}^{q, j}(\Omega)$ the 'space of regular convergence of order $j$ '.
Remark 2.2. We have

$$
\operatorname{Reg}_{s}^{q, j}(\Omega):=\left\{(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega): \mathcal{L}^{j}(F, G) \in \mathrm{L}_{s-j}^{2, q, q+1}(\Omega)\right\}
$$

In words, the space of regular convergence $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ is characterized by the following property: For $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ and $j=0, \ldots, \mathbf{J}$ no tower-forms $\eta D_{I}^{q}$ or $\eta R_{J}^{q+1}$ appear in the powers $\mathcal{L}^{j}(F, G)$.

Clearly for the selfadjoint operator $\mathcal{M}$ introduced in [24] the resolvent-formula holds for nonreal frequencies. Our next step is to show that this formula still holds true for real frequencies and $\mathcal{L}_{\omega}$ acting on $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ up to the order $\mathbf{J}$. Then $\mathcal{L}_{\omega}$ is approximated by the usual Neumann sum up to the order $\mathbf{J}$.

For the purpose of a short notation let us put for $J \in \mathbb{N}_{0}$

$$
\mathcal{L}_{\omega, J}:=\mathcal{L}_{\omega}-\sum_{j=0}^{J}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}, \quad \mathcal{L}_{\omega,-1}:=\mathcal{L}_{\omega} .
$$

Theorem 2.3. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ as well as $\tau>\max \{(N+1) / 2, s-N / 2\}$. Moreover, let $\hat{\omega}$ be as in [24], Lemma 5.2. Then for all $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ on $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$

$$
\mathcal{L}_{\omega, \mathbf{J}-1}=(-\mathrm{i} \omega)^{\mathbf{J}} \mathcal{L}_{\omega} \mathcal{L}^{\mathbf{J}}, \quad \mathcal{L}_{\omega, \mathbf{J}}=(-\mathrm{i} \omega)^{\mathbf{J}}\left(\mathcal{L}_{\omega}-\mathcal{L}_{0}\right) \mathcal{L}^{\mathbf{J}}
$$

Furthermore, for $s \in(\mathbf{J}+1 / 2, \mathbf{J}+N / 2) \backslash \mathbb{I}$ and $\tilde{t}<t:=s-\mathbf{J}-(N+1) / 2$
(i) $\left\|\mathcal{L}_{\omega, \mathbf{J}-1}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}$,
(ii) $\left\|\mathcal{L}_{\omega, \mathbf{J}}(F, G)\right\|_{\mathrm{L}_{\hat{t}}^{2, q, q+1}(\Omega)}=\mathrm{o}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}$
hold uniformly with respect to $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$.
Proof. $\mathcal{L}_{\omega} \mathcal{L}^{\mathbf{J}}(F, G)$ is well defined by [24], Theorem 3.5, since

$$
\mathcal{L}^{j}(F, G) \in \operatorname{Reg}_{s-j}^{q, 0}(\Omega) \subset \mathrm{L}_{>1 / 2}^{2, q, q+1}(\Omega)
$$

holds for $j=0, \ldots, \mathbf{J}$. Thus also

$$
(E, H):=\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}(F, G)+(-\mathrm{i} \omega)^{\mathbf{J}} \mathcal{L}_{\omega} \mathcal{L}^{\mathbf{J}}(F, G)
$$

is well defined. Because of $s>\mathbf{J}+1 / 2>\mathbf{J}+1-N / 2$ even $\mathbf{J}+1$ powers of $\mathcal{L}$ may be applied to $(F, G)$ by [25], Corollary 5.12. We get

$$
(E, H)=\sum_{j=0}^{\mathbf{J}}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}(F, G)+(-\mathrm{i} \omega)^{\mathbf{J}}\left(\mathcal{L}_{\omega}-\mathcal{L}_{0}\right) \mathcal{L}^{\mathbf{J}}(F, G)
$$

Furthermore, $(E, H) \in \stackrel{\circ}{\mathbf{R}}_{<-1 / 2}^{q}(\Omega) \times \mathbf{D}_{<-1 / 2}^{q+1}(\Omega)$ satisfies the radiation condition. Since $M \mathcal{L}_{0}=$ Id and $(M+\mathrm{i} \omega \Lambda) \mathcal{L}_{\omega}=$ Id we obtain $(M+\mathrm{i} \omega \Lambda)(E, H)=(F, G)$, which yields $(E, H)=\mathcal{L}_{\omega}(F, G)$.

Noting $s-\mathbf{J} \in(1 / 2, N / 2)$ we may apply [24], Lemma 5.2(iv), to $\mathcal{L}^{\mathbf{J}}(F, G) \in \operatorname{Reg}_{s-\mathbf{J}}^{q, 0}(\Omega)$ and obtain uniformly in $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ the estimate

$$
\left\|\mathcal{L}_{\omega} \mathcal{L}^{\mathbf{J}}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)} \leqslant c\left\|\mathcal{L}^{\mathbf{J}}(F, G)\right\|_{\mathrm{L}_{s-\mathrm{J}}^{2, q, q+1}(\Omega)} \leqslant c\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

(We observe that $\mathcal{L}^{\mathbf{J}}$ is continuous by [25], Corollary 5.12.) Analogously using [24], Corollary 5.5, we may estimate again uniformly in $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$

$$
\begin{aligned}
\left\|\left(\mathcal{L}_{\omega}-\mathcal{L}_{0}\right) \mathcal{L}^{\mathbf{J}}(F, G)\right\|_{L_{\tilde{t}}^{2, q, q+1}(\Omega)} & \leqslant\left\|\mathcal{L}_{\omega}-\mathcal{L}_{0}\right\|_{B_{s-\mathbf{J}, \tilde{t}} \|}\left\|\mathcal{L}^{\mathbf{J}}(F, G)\right\|_{\mathrm{L}_{s-\mathbf{J}}^{2, q, q+1}(\Omega)} \\
& \leqslant c\left\|\mathcal{L}_{\omega}-\mathcal{L}_{0}\right\|_{B_{s-\mathbf{J}, \hat{t}}}\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

which completes the proof since $\left\|\mathcal{L}_{\omega}-\mathcal{L}_{0}\right\|_{B_{s-\mathbf{J}, \tilde{t}}} \xrightarrow{\omega \rightarrow 0} 0$.
Now our aim is to characterize $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ utilizing orthogonality constraints. To realize this we need special growing Dirichlet-forms, which will be defined in the following lemma. Let us remind of the topological isomorphisms

$$
\mathfrak{M a x}_{\varepsilon}:={ }_{\varepsilon} \mathfrak{M a x}_{s-1}^{q}, \quad \widetilde{\mathfrak{M a x}}_{\mu}:={ }^{\mu} \mathfrak{M a x}_{s-1}^{q+1}
$$

for some $s \in(1-N / 2, \infty) \backslash \mathbb{I}$ introduced in [25], Theorem 4.6.
Lemma 2.4. Let $\sigma \in \mathbb{N}_{0},(m, n) \in\left\{1, \ldots, \mu_{\sigma}^{q}\right\} \times\left\{1, \ldots, \mu_{\sigma}^{q+1}\right\}$ and $\tau>\sigma, \tau \geqslant N / 2-1$. Then the 'special growing Dirichlet-forms'

$$
\begin{aligned}
E_{\sigma, m}^{+} & :=\left(\mathrm{Id}-\mathfrak{M a x}_{\varepsilon}^{-1} \mathfrak{M a x}_{\varepsilon}\right) \eta^{+} D_{\sigma, m}^{q, 0} \\
H_{\sigma, n}^{+} & :=\left(\operatorname{Id}-\widetilde{\mathfrak{M a x}}_{\mu}^{-1} \widetilde{\mathfrak{M a x}_{\mu}}\right) \eta^{+} R_{\sigma, n}^{q+1,0}
\end{aligned}
$$

are well defined and belong to $\mathrm{L}_{<-N / 2-\sigma}^{2, q}(\Omega)$ resp. $\mathrm{L}_{<-N / 2-\sigma}^{2, q+1}(\Omega)$. These are the unique solutions of the electro-magneto static problems

$$
\begin{array}{ll}
\mathfrak{M a x}_{\varepsilon} E_{\sigma, m}^{+}=(0,0,0), & E_{\sigma, m}^{+}-{ }^{+} D_{\sigma, m}^{q, 0} \text { decays } \\
\widetilde{\mathfrak{M a x}}_{\mu} H_{\sigma, n}^{+}=(0,0,0), & H_{\sigma, n}^{+}-{ }^{+} R_{\sigma, n}^{q+1,0} \text { decays } .
\end{array}
$$

Remark 2.5. To be more precise: $E_{\sigma, m}^{+}$and $H_{\sigma, n}^{+}$are the unique solutions of

$$
\begin{array}{ll}
E_{\sigma, m}^{+} \in{ }_{\varepsilon} \mathcal{H}_{\mathrm{loc}}^{q}(\Omega) \cap \stackrel{\circ}{\mathrm{B}}^{q}(\Omega)^{\perp \varepsilon}, & E_{\sigma, m}^{+}-{ }^{+} D_{\sigma, m}^{q, 0} \in \mathrm{~L}_{>-N / 2}^{2, q}(\Omega), \\
\mu H_{\sigma, n}^{+} \in{ }_{\mu^{-1}} \mathcal{H}_{\mathrm{loc}}^{q+1}(\Omega) \cap \mathrm{B}^{q+1}(\Omega)^{\perp}, & H_{\sigma, n}^{+}-{ }^{+} R_{\sigma, n}^{q+1,0} \in \mathrm{~L}_{>-N / 2}^{2, q+1}(\Omega) .
\end{array}
$$

Here on one hand we used $\mathfrak{M a x}_{\varepsilon}$ resp. $\widetilde{\mathfrak{M a x}}_{\mu}$ as the formal mappings, e.g.

$$
\mathfrak{M a x}_{\varepsilon}=\left(\operatorname{div} \varepsilon \cdot, \operatorname{rot} \cdot,\left\langle\varepsilon \cdot, \stackrel{\circ}{\mathrm{B}}_{1}^{q}\right\rangle, \ldots,\left\langle\varepsilon \cdot, \stackrel{\circ}{\mathrm{B}}_{d^{q}}^{q}\right\rangle\right),
$$

and on the other hand $\mathfrak{M a x} \varepsilon_{\varepsilon}^{-1}$ resp. $\widetilde{\mathrm{Max}}_{\mu}^{-1}$ as inverse operators.
Proof of Lemma 2.4. Uniqueness is clear by [25], Lemma 3.8, and the properties of $\stackrel{\circ}{\mathrm{B}}^{q}(\Omega), \mathrm{B}^{q+1}(\Omega)$, see [25], Section 4. Let us assume the well definedness of $E_{\sigma, m}^{+}$for a moment. Since the equation $\mathfrak{M a x}_{\varepsilon} E_{\sigma, m}^{+}=(0,0,0)$ holds we obtain $E_{\sigma, m}^{+} \in \mathcal{E}_{\varepsilon} \mathcal{H}_{\mathrm{loc}}^{q}(\Omega) \cap \stackrel{\circ}{\mathrm{B}}^{q}(\Omega)^{\perp_{\varepsilon}}$. Moreover, $E_{\sigma, m}^{+}-{ }^{+} D_{\sigma, m}^{q, 0}$ belongs to $\mathrm{L}_{>-N / 2}^{2, q}(\Omega)$ because $\mathfrak{M a r}_{\varepsilon}^{-1}$ maps in fact to $\mathrm{L}_{>-N / 2}^{2, q}(\Omega)$ and finally the integrability of $E_{\sigma, m}^{+}$is determined by the form $\eta^{+} D_{\sigma, m}^{q, 0}$, which belongs to $\mathrm{L}_{<-N / 2-\sigma}^{2, q}(\Omega)$ by [25], Remark 2.5. Analogously we may handle $H_{\sigma, n}^{+}$, which would prove the lemma.

So it remains to show that $E_{\sigma, m}^{+}$is well defined. (Then surely $H_{\sigma, n}^{+}$is well defined as well by similar arguments.) With supp $\eta \cap \operatorname{supp}{ }_{\circ} b_{\ell}^{q}=\emptyset$ and [25], Remark 2.5,

$$
\begin{aligned}
\mathfrak{M a x}_{\varepsilon} \eta^{+} D_{\sigma, m}^{q, 0} & =\left(\operatorname{div}\left(\varepsilon \eta^{+} D_{\sigma, m}^{q, 0}\right), \operatorname{rot}\left(\eta^{+} D_{\sigma, m}^{q, 0}\right), 0\right) \\
& =\left(C_{\mathrm{div}, \eta}+D_{\sigma, m}^{q, 0}+\operatorname{div}\left(\hat{\varepsilon} \eta^{+} D_{\sigma, m}^{q, 0}\right), C_{\mathrm{rot}, \eta}^{+} D_{\sigma, m}^{q, 0}, 0\right) \\
& \in{ }_{0} \mathbb{D}_{<-\sigma-N / 2+\tau+1}^{q-1}(\Omega) \times{ }_{0} \stackrel{\mathbb{R}}{\mathrm{vox}}_{q+1}^{(\Omega)}(\Omega) \times \mathbb{C}^{d^{q}}
\end{aligned}
$$

holds. Now $-\sigma-N / 2+\tau+1>1-N / 2$ since $\tau>\sigma$ and thus

$$
\mathfrak{M a x}_{\varepsilon} \eta^{+} D_{\sigma, m}^{q, 0} \in \mathbb{W}_{>1-N / 2}^{q}(\Omega)
$$

Because also $\tau \geqslant N / 2-1$ and using [25], Theorem 4.6, we get the well definedness of $\mathfrak{M a x}{ }_{\varepsilon}^{-1} \mathfrak{M a x}_{\varepsilon} \eta^{+} D_{\sigma, m}^{q, 0}$ and thus of $E_{\sigma, m}^{+}$. We note

$$
\begin{equation*}
\mathfrak{M a x}_{\varepsilon} \eta^{+} D_{\sigma, m}^{q, 0} \in \mathbb{W}_{s}^{q}(\Omega) \tag{2.1}
\end{equation*}
$$

if $\tau>s+\sigma+N / 2-1$.
Our next step is to define powers of $\mathcal{L}$ on the special forms $\Lambda\left(E_{\sigma, m}^{+}, 0\right)$ and $\Lambda\left(0, H_{\sigma, n}^{+}\right)$using [25], Theorem 5.10. Let us introduce a new notation. For $k \in \mathbb{N}_{0}$ we define

$$
E_{\sigma, m}^{+, k}:=\mathcal{L}^{k} \Lambda\left(E_{\sigma, m}^{+}, 0\right), \quad H_{\sigma, m}^{+, k}:=\mathcal{L}^{k} \Lambda\left(0, H_{\sigma, m}^{+}\right)
$$

The next lemma shows that these definitions are well defined.

Lemma 2.6. Let $\mathbf{J}, \sigma \in \mathbb{N}_{0}, s \in(\mathbf{J}+1-N / 2, \infty) \backslash \mathbb{I}$ as well as $\tau>\sigma+s+N / 2-1$ and $\tau \geqslant \mathbf{J}-s$. Moreover, let $(m, n) \in\left\{1, \ldots, \mu_{\sigma}^{q}\right\} \times\left\{1, \ldots, \mu_{\sigma}^{q+1}\right\}$ and $j \in\{0, \ldots, \mathbf{J}\}$. Then $\mathbf{J}$ powers of $\mathcal{L}$ on $E_{\sigma, m}^{+, 0}$ and $H_{\sigma, n}^{+, 0}$ are well defined and for even $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}-\eta\left(^{+} D_{\sigma, m}^{q, j}, 0\right) \in\left(\mathrm{D}_{s-j-1}^{q}(\Omega) \boxplus \eta \mathcal{D}^{q}\left(\overline{\mathcal{J}}_{s-j-1}^{q, \leqslant j}\right)\right) \times\{0\}, \\
& H_{\sigma, n}^{+, j}-\eta\left(0,{ }^{+} R_{\sigma, n}^{q+1, j}\right) \in\{0\} \times\left({\stackrel{\circ}{\mathbf{R}_{s-j-1}} q+1}_{q+1}^{\left.(\Omega) \boxplus \eta \mathcal{R}^{q+1}\left(\overline{\mathfrak{\jmath}}_{s-j-1}^{q+1, \leqslant j}\right)\right)}\right.
\end{aligned}
$$

as well as for odd $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}-\eta\left(0,{ }^{+} R_{\sigma, m}^{q+1, j}\right) \in\{0\} \times\left(\stackrel{\circ}{\mathrm{R}}_{s-j-1}^{q+1}(\Omega) \boxplus \eta \mathcal{R}^{q+1}\left(\overline{\mathrm{~J}}_{s-j-1}^{q+1, \leqslant j}\right)\right), \\
& H_{\sigma, n}^{+, j}-\eta\left({ }^{+} D_{\sigma, n}^{q, j}, 0\right) \in\left(\mathrm{D}_{s-j-1}^{q}(\Omega) \boxplus \eta \mathcal{D}^{q}\left(\overline{\mathfrak{J}}_{s-j-1}^{q, \leqslant j}\right)\right) \times\{0\}
\end{aligned}
$$

hold. Furthermore,

$$
E_{\sigma, m}^{+, j}, H_{\sigma, n}^{+, j} \in \mathrm{~L}_{<-\sigma-j-N / 2}^{2, q, q+1}(\Omega)
$$

and thus

$$
E_{\sigma, m}^{+, j}, H_{\sigma, n}^{+, j} \in \mathrm{~L}_{-t}^{2, q, q+1}(\Omega) \quad \Longleftrightarrow \quad t>\sigma+j+\frac{N}{2}
$$

More precisely: There exist unique constants $\xi^{j, \sigma}, \zeta^{j, \sigma,} \in \mathbb{C}$ and unique forms

$$
\begin{aligned}
& e_{\sigma,}^{j} \in\left(\varepsilon \stackrel{\circ}{\mathbf{R}}_{s-j-1}^{q}(\Omega)\right) \cap \mathrm{D}_{s-j-1}^{q}(\Omega) \cap{\stackrel{\circ}{\mathbf{B}^{q}}(\Omega)^{\perp}}^{h_{\sigma,}^{j},}\left(\mu \mathrm{D}_{s-j-1}^{q+1}(\Omega)\right) \cap \stackrel{\circ}{\mathrm{R}}_{s-j-1}^{q+1}(\Omega) \cap \mathrm{B}^{q+1}(\Omega)^{\perp}
\end{aligned}
$$

such that for even $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}=\eta\left({ }^{+} D_{\sigma, m}^{q, j}, 0\right)+\sum_{I \in \overline{\mathcal{J}} q, \leq j}^{q-j-1} \\
& H_{\sigma, n}^{j, j}=\eta\left(0,{ }^{+} R_{\sigma, n}^{q+1, j}\right)+\sum_{J \in \overline{\mathfrak{\jmath}}_{s-j-1}^{q+1 \leq j}} \zeta_{J}^{j, \sigma, n} \eta\left(D_{I}^{q}, 0\right)+\left(e_{\sigma, m}^{j}, 0\right),
\end{aligned}
$$

and for odd $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}=\eta\left(0,{ }^{+} R_{\sigma, m}^{q+1, j}\right)+\sum_{J \in \bar{\jmath}_{s-j-1}^{q+1 \leqslant j}} \zeta_{J}^{j, \sigma, m} \eta\left(0, R_{J}^{q+1}\right)+\left(0, h_{\sigma, m}^{j}\right), \\
& H_{\sigma, n}^{+, j}=\eta\left(^{+} D_{\sigma, n}^{q, j}, 0\right)+\sum_{I \in \overline{\bar{J}}_{s-j-1}^{q, \leqslant j}} \xi_{I}^{j, \sigma, n} \eta\left(D_{I}^{q}, 0\right)+\left(e_{\sigma, n}^{j}, 0\right)
\end{aligned}
$$

Remark 2.7. By [25], Remark 2.4, we even have for odd $j \leqslant \mathbf{J}$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}-\eta\left(0,{ }^{+} R_{\sigma, m}^{q+1, j}\right) \in\{0\} \times{ }_{0} \stackrel{\circ}{\mathbb{R}}_{s-j-1}^{q+1}\left(\overline{\mathfrak{\jmath}}_{s-j-1}^{q+1, \leqslant j}, \Omega\right), \\
& H_{\sigma, n}^{+, j}-\eta\left(^{+} D_{\sigma, n}^{q, j}, 0\right) \in{ }_{0} \mathbb{D}_{s-j-1}^{q}\left(\overline{\mathrm{~J}}_{s-j-1}^{q, \leqslant j}, \Omega\right) \times\{0\},
\end{aligned}
$$

since then also $\eta^{+} R_{\sigma, m}^{q+1, j}$ is irrotational and $\eta^{+} D_{\sigma, n}^{q, j}$ solenoidal. Moreover, the coefficients satisfy the following recursion:

$$
\begin{array}{ll}
\zeta_{1 I}^{j+1, \sigma, \ell}=\xi_{I}^{j, \sigma, \ell}, & I \in \overline{\mathcal{J}}_{s-j-1}^{q, \leqslant j}, \ell=m, n \\
\xi_{1 J}^{j+1, \sigma, \ell}=\zeta_{J}^{j, \sigma, \ell}, & J \in \bar{\jmath}_{s-j-1}^{q+1, j}, \ell=m, n .
\end{array}
$$

Then clearly the next recursion holds as well:

$$
\begin{array}{ll}
\xi_{2 I}^{j+2, \sigma, \ell}=\xi_{I}^{j, \sigma, \ell}, & I \in \bar{\jmath}_{s-j-1}^{q, \leqslant j}, \ell=m, n, \\
\zeta_{2}^{j+2, \sigma, \ell}=\zeta_{J}^{j, \sigma, \ell}, & J \in \bar{व}_{s-j-1}^{q+1, \leqslant j}, \ell=m, n .
\end{array}
$$

Proof of Lemma 2.6. We only have to show that $E_{\sigma, m}^{+, 0}$ and $H_{\sigma, n}^{+, 0}$ are elements of the domain of definition of $\mathcal{L}$ (and then clearly of $\mathcal{L}^{j}$ ) from [25], Theorem 5.10. Then all our assertions follow by [25], Theorem 5.10, Remarks 2.5 and 5.11 . We note that the integrability of the forms is always determined by the integrability of the tower forms with positive sign. Again we only discuss $E_{\sigma, m}^{+, 0}=\left(\varepsilon E_{\sigma, m}^{+}, 0\right)$, for example.

By Lemma 2.4 and (2.1) as well as [25], Theorem 4.6, we observe

$$
\begin{equation*}
\varepsilon E_{\sigma, m}^{+} \in{ }_{0} \mathbb{D}_{s-1}^{q}\left(\{I\} \cup \overline{\mathfrak{J}}_{s-1}^{q, 0}, \Omega\right), \quad I:=(+, 0, \sigma, m), \tag{2.2}
\end{equation*}
$$

by [25], Remark 2.5, since $\tau>\sigma+s+N / 2-1$. Hence utilizing [25], Theorem 5.10, $\mathcal{L}^{j}$ may be applied to $E_{\sigma, m}^{+, 0}$ and the lemma would be proved.

Unfortunately we ignored a trifle in this argument. Here the same problem occurs as in [25], namely the appearance of the exceptional tower forms, which was solved by a second-order approach in this paper. A similar approach will help here. The point is that (2.2) only holds true for $q \neq 1$ in the first sight. In fact for $q=1$ and $s \geqslant N / 2$ we have to deal with the exceptional tower form $\check{D}_{s-1}^{1,1}={ }^{-} R_{0,1}^{1,1}=R_{\tilde{I}}^{1}$ with $\check{I}:=(-, 1,0,1)$, which would cancel our iteration process in the case of appearance. Now in this special case (2.2) reads correctly as: $\varepsilon E_{\sigma, m}^{+}$is an element of ${ }_{0} \mathbb{D}_{\text {loc }}^{1}(\Omega)$ and contained in

$$
\left(\varepsilon^{-1} \stackrel{\circ}{\mathrm{R}}_{s-1}^{1}(\Omega) \cap \mathrm{D}_{s-1}^{1}(\Omega)\right) \boxplus \eta \mathcal{D}^{1}\left(\{I\} \cup \bar{\jmath}_{s-1}^{q, 0}\right) \boxplus \eta \mathcal{R}^{1}(\{\check{I}\})
$$

It remains to show that $R_{\tilde{I}}^{1}$ does not occur even in the exceptional case. We try the ansatz

$$
U_{\sigma, m}:=\eta^{+} R_{\sigma, m}^{2,1}+u_{\sigma, m}
$$

to find a solution of the problem

$$
\operatorname{rot} \varepsilon^{-1} \operatorname{div} U_{\sigma, m}=0, \quad U_{\sigma, m}-{ }^{+} R_{\sigma, m}^{2,1} \in \mathrm{~L}_{>-N / 2}^{2,2}(\Omega)
$$

Thus we are led to search a solution of

$$
\begin{equation*}
\operatorname{rot} \varepsilon^{-1} \operatorname{div} u_{\sigma, m}=-\operatorname{rot} \varepsilon^{-1} \operatorname{div} \eta^{+} R_{\sigma, m}^{2,1}, \quad u_{\sigma, m} \in \mathrm{~L}_{>-N / 2}^{2,2}(\Omega) \tag{2.3}
\end{equation*}
$$

Using once more $\tau>\sigma+s+N / 2-1$ and [25], Remark 2.5, we obtain that

$$
\operatorname{rot} \varepsilon^{-1} \operatorname{div} \eta^{+} R_{\sigma, m}^{2,1}=C_{\mathrm{rot} \operatorname{div}, \eta}{ }^{+} R_{\sigma, m}^{2,1}+\operatorname{rot} \hat{\hat{\varepsilon}} \operatorname{div} \eta^{+} R_{\sigma, m}^{2,1}
$$

is an element of $\mathrm{L}_{<-\sigma-N / 2+\tau+1}^{2,2}(\Omega) \subset \mathrm{L}_{s}^{2,2}(\Omega)$, where $\varepsilon^{-1}=\mathrm{Id}+\hat{\hat{\varepsilon}}$ is $\tau$ - $\mathrm{C}^{1}$-admissible as well. Therefore $\operatorname{rot} \varepsilon^{-1} \operatorname{div} \eta^{+} R_{\sigma, m}^{2,1} \in{ }_{0} \stackrel{\circ}{\mathbb{R}}_{s}^{2}(\Omega)$ lies in the range of ${ }_{\text {rot }} \Delta_{s-2}^{2}$ from [25], Lemma 7.1, and we get some $u_{\sigma, m} \in D\left(\right.$ rot $\left.\Delta_{s-2}^{2}\right)$ solving (2.3). But then

$$
\begin{aligned}
\tilde{E}_{\sigma, m} & :=\operatorname{div} U_{\sigma, m} \in\left(\mathrm{D}_{s-1}^{1}(\Omega) \boxplus \eta \mathcal{D}^{1}\left(\{I\} \cup \overline{\mathfrak{J}}_{s-1}^{q, 0}\right)\right) \cap_{0} \mathbb{D}_{\mathrm{loc}}^{1}(\Omega) \\
& ={ }_{0} \mathbb{D}_{s-1}^{1}\left(\{I\} \cup \bar{\jmath}_{s-1}^{q, 0}, \Omega\right)
\end{aligned}
$$

(compare to [25], Remark 7.4) and

$$
\varepsilon^{-1} \tilde{E}_{\sigma, m} \in{ }_{\varepsilon} \mathcal{H}_{<-N / 2-\sigma}^{1}(\Omega) \cap \stackrel{\circ}{\mathrm{B}}^{1}(\Omega)^{\perp_{\varepsilon}}, \quad \varepsilon^{-1} \tilde{E}_{\sigma, m}-{ }^{+} D_{\sigma, m}^{1,0} \in \mathrm{~L}_{>-N / 2}^{2,1}(\Omega),
$$

i.e. $\varepsilon^{-1} \tilde{E}_{\sigma, m}=E_{\sigma, m}^{+}$by Lemma 2.4 and Remark 2.5. So in fact $E_{\sigma, m}^{+}$and $\varepsilon E_{\sigma, m}^{+}$do not feature exceptional tower forms.

### 2.1. Compactly supported inhomogeneities

In this subsection we develop some results especially for compactly supported inhomogeneities $\Lambda$. In fact we assume $r_{0}$ to be so large, such that

$$
\begin{equation*}
\operatorname{supp} \hat{\Lambda} \subset U_{r_{0}} \tag{2.4}
\end{equation*}
$$

holds. Then in particular $\Lambda=\mathrm{Id}$ on supp $\eta$.
Corollary 2.8. Let $\mathbf{J}, \sigma \in \mathbb{N}_{0}$ and $(m, n) \in\left\{1, \ldots, \mu_{\sigma}^{q}\right\} \times\left\{1, \ldots, \mu_{\sigma}^{q+1}\right\}$ as well as $j \in\{0, \ldots, \mathbf{J}\}$. Then there exist unique constants $\xi^{j, \sigma}, \zeta^{j, \sigma,} \in \mathbb{C}$, such that in supp $\eta$ for even $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}=\left({ }^{+} D_{\sigma, m}^{q, j}, 0\right)+\sum_{I \in \overline{\mathcal{q}} q, \leqslant j} \xi_{I}^{j, \sigma, m}\left(D_{I}^{q}, 0\right), \\
& H_{\sigma, n}^{+, j}=\left(0,{ }^{+} R_{\sigma, n}^{q+1, j}\right)+\sum_{J \in \overline{\mathcal{J}}^{q+1, \leqslant j}} \zeta_{J}^{j, \sigma, n}\left(0, R_{J}^{q+1}\right)
\end{aligned}
$$

and for odd $j$

$$
\begin{aligned}
& E_{\sigma, m}^{+, j}=\left(0,{ }^{+} R_{\sigma, m}^{q+1, j}\right)+\sum_{J \in \overline{\mathcal{J}}^{q+1, \leqslant j}} \zeta_{J}^{j, \sigma, m}\left(0, R_{J}^{q+1}\right), \\
& H_{\sigma, n}^{+, j}=\left({ }^{+} D_{\sigma, n}^{q, j}, 0\right)+\sum_{I \in \bar{\jmath}_{q, \leqslant j}} \xi_{I}^{j, \sigma, n}\left(D_{I}^{q}, 0\right)
\end{aligned}
$$

hold. These series converge uniformly in supp $\eta$ together with all their derivatives even after multiplication by arbitrary powers of $r$. (Compare with [46], p. 1033, [48], Theorem 1 and [25], Theorem 2.6.) The constants $\xi^{j, \sigma,}$ and $\zeta^{j, \sigma,}$ coincide with those of Lemma 2.6, whenever they co-exist.

Proof. We show the representation for some even $j$ and $(E, 0):=E_{\sigma, m}^{+, j}$. The other representations may be proved in a similar way.
We have $\operatorname{div} E=0$ and $\left(M \Lambda^{-1}\right)^{j+1}(E, 0)=(0,0)$ in $\Omega$. Hence $M^{j+1}(E, 0)$ vanishes in supp $\eta$. For $\mathbf{J}+N / 2 \leqslant s \notin \mathbb{I}$ we see by Lemma 2.6

$$
\tilde{E}:=E-{ }^{+} D_{\sigma, m}^{q, j}-\sum_{I \in \bar{J}_{s-j-1}^{q, \leqslant j}} \xi_{I}^{j, \sigma, m} D_{I}^{q} \in \mathrm{~L}_{s-j-1}^{2, q}(\operatorname{supp} \eta) \subset \mathrm{L}_{N / 2-1}^{2, q}(\operatorname{supp} \eta)
$$

and

$$
\left.\operatorname{div} \tilde{E}\right|_{\text {supp } \eta}=0,\left.\quad M^{j+1}(\tilde{E}, 0)\right|_{\operatorname{supp} \eta}=(0,0)
$$

Now the generalized spherical harmonics expansion [25], Theorem 2.6, yields with unique constants $\xi^{j, \sigma, m} \in \mathbb{C}$ the representation

$$
\left.\tilde{E}\right|_{\text {supp } \eta}=\sum_{I \in \overline{\mathfrak{J}}_{q, \leqslant j} \backslash \overline{\bar{J}}_{s-j-1}^{q, \leqslant j}} \xi_{I}^{j, \sigma, m} D_{I}^{q}
$$

and therefore the assertion follows immediately.
Next we want to characterize $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ by orthogonality constraints using the growing Dirichletforms. For this we need some special properties of the tower-forms. As in [25] we introduce the firstorder differential operator with compactly supported coefficients $C:=C_{\Delta, \eta}:=\Delta \eta-\eta \Delta$, the commutator of $\Delta$ and the multiplication by $\eta$.

Lemma 2.9. Let $u$ and $v$ be regular tower-forms corresponding to some finite set of indices. Then the cut-off function $\eta$ may be chosen, such that

$$
\langle C u, v\rangle_{\mathrm{L}^{2, q}}=0
$$

holds, except for the special cases

$$
\begin{aligned}
\left\langle C^{\theta} D_{\sigma, m}^{q, k},{ }^{\vartheta} D_{\gamma, n}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q} \neq 0 & \Longleftrightarrow\left\langle C^{\theta} R_{\sigma, m}^{q, k},{ }^{\vartheta} R_{\gamma, n}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q} \neq 0 \\
& \Longleftrightarrow \sigma=\gamma, m=n, \theta \vartheta=-,(k, \ell) \in\{(0,2),(1,1),(2,0)\}
\end{aligned}
$$

and

$$
\left\langle C^{\theta} D_{\sigma, m}^{q, k},{ }^{\vartheta} R_{\gamma, n}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q} \neq 0 \quad \Longleftrightarrow \quad \sigma=\gamma, m=n, \theta \vartheta=-,(k, \ell) \in\{(0,2),(2,0)\} .
$$

Remark 2.10. In the special cases we have

$$
\begin{aligned}
&\left\langle C^{-} D_{\sigma, m}^{q, k},{ }^{+} D_{\sigma, m}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q}=-\left\langle C^{+} D_{\sigma, m}^{q, \ell}, D_{\sigma, m}^{q, k}\right\rangle_{\mathrm{L}^{2}, q}= \\
&=-\left\langle C^{-} R_{\sigma, m}^{q, \ell},{ }^{+} R_{\sigma, m}^{q, k}\right\rangle_{\mathrm{L}^{2}, q} \\
&\left.R_{\sigma, m}^{q, k},{ }^{-} R_{\sigma, m}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q}= \begin{cases}-\frac{q+\sigma}{N+2 \sigma}, & (k, \ell)=(0,2), \\
1, & (k, \ell)=(1,1) \\
-\frac{q^{\prime}+\sigma}{N+2 \sigma}, & (k, \ell)=(2,0),\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle C^{-} D_{\sigma, m}^{q, k},{ }^{+} R_{\sigma, m}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q} & =\left\langle C^{+} D_{\sigma, m}^{q, k},{ }^{-} R_{\sigma, m}^{q, \ell}\right\rangle_{\mathrm{L}^{2}, q}=\left\langle C^{-} R_{\sigma, m}^{q, \ell},{ }^{+} D_{\sigma, m}^{q, k}\right\rangle_{\mathrm{L}^{2, q}} \\
& =\left\langle C^{+} R_{\sigma, m}^{q, \ell},{ }^{-} D_{\sigma, m}^{q, k}\right\rangle_{\mathrm{L}^{2}, q}=\mathrm{i} \frac{\omega_{\sigma}^{q-1}}{N+2 \sigma} \begin{cases}-1, & (k, \ell)=(0,2), \\
1, & (k, \ell)=(2,0) .\end{cases}
\end{aligned}
$$

Proof of Lemma 2.9. From [48], Eq. (31), with $a=b=1$ we have $\langle C u, v\rangle_{\mathrm{L}^{2, q}}=-\langle u, C v\rangle_{\mathrm{L}^{2}, q}$ for suitable $q$-forms $u, v$. Using the spherical calculus presented in [46] we compute for tower-forms $u, v$

$$
\begin{align*}
\langle C u, v\rangle_{\mathrm{L}^{2}, q} & =\int_{\mathbb{R}_{+}} r^{N-1}\langle C u, v\rangle_{(r)} \mathrm{d} r \\
& =\int_{\mathbb{R}_{+}} r^{N-1}\left(\langle\rho C \check{\rho} \rho u(r), \rho v(r)\rangle_{\mathrm{L}^{2}, q-1}\left(S^{N-1}\right)\right. \\
& =\langle\tau C \check{\tau} \tau u(r), \tau v(r)\rangle_{\mathrm{L}^{2}, q}\left(S^{N-1}\right) \\
& \int_{\mathbb{R}_{+}} r^{N-1}\left(\Gamma_{\hat{\eta}} r^{\alpha}\right) r^{\beta}\left(\langle\rho u(1), \rho v(1)\rangle_{\mathrm{L}^{2}, q-1}\left(S^{N-1}\right)\right.  \tag{2.5}\\
& \left.=\langle\tau u(1), \tau v(1)\rangle_{\mathrm{L}^{2, q}\left(S^{N-1}\right)}\right) \mathrm{d} r \\
& =\langle u, v\rangle_{(1)} \int_{\mathbb{R}_{+}} r^{N-1+\beta} \Gamma_{\hat{\eta}} r^{\alpha} \mathrm{d} r=(\alpha-\beta)\langle u, v\rangle_{(1)} \int_{\mathbb{R}_{+}} r^{N-2+\alpha+\beta} \hat{\eta}^{\prime}(r) \mathrm{d} r .
\end{align*}
$$

(Here we put $\langle u, v\rangle_{(r)}:=\langle\rho u(r), \rho v(r)\rangle_{\mathrm{L}^{2, q-1}\left(S^{N-1}\right)}+\langle\tau u(r), \tau v(r)\rangle_{\mathrm{L}^{2, q}\left(S^{N-1}\right)}$ and also $\alpha:=\operatorname{hom}(u)$, $\beta:=\operatorname{hom}(v)$. We note $\rho u(r)=r^{\alpha} \rho u(1)$ and $\tau u(r)=r^{\beta} \tau u(1)$. Furthermore, we denote by $\Gamma_{\phi}$ for suitable $\phi, \varphi$ the first-order ordinary differential operator $\Gamma_{\phi} \varphi(t):=2 \phi^{\prime}(t) \varphi^{\prime}(t)+\phi^{\prime}(t)+(N-1) t^{-1} \phi^{\prime}(t)$.) Since the spherical eigen-forms $T_{\sigma, m}^{q}$ and $S_{\sigma, m}^{q}$ present an orthonormal system in $\mathrm{L}^{2, q}\left(S^{N-1}\right)$, the expression $\langle u, v\rangle_{(1)}$ only may differ from zero in the cases

$$
\begin{array}{lll}
u={ }^{\theta} D_{\sigma, m}^{q, k}, & v={ }^{\vartheta} D_{\sigma, m}^{q, \ell}, & k-\ell \text { even, } \\
u={ }^{\theta} R_{\sigma, m}^{q, k}, & v={ }^{\vartheta} R_{\sigma, m}^{q, \ell}, & k-\ell \text { even, } \\
u={ }^{\theta} D_{\sigma, m}^{q, k}, & v={ }^{\vartheta} R_{\sigma, m}^{q, \ell}, & k, \ell \text { even }, \\
u={ }^{\theta} R_{\sigma, m}^{q, k}, & v={ }^{\vartheta} D_{\sigma, m}^{q, \ell}, & k, \ell \text { even }
\end{array}
$$

with $\theta, \vartheta \in\{+,-\}$. We may assume additionally that our tower forms under consideration are at most of height $K$ and index $Z$. According to [45], Lemma 2(i), we may choose the cut-off function $\eta$ (resp. $\hat{\eta}, \boldsymbol{\eta}$ ), such that for given $\hat{j} \in \mathbb{N}_{0}$

$$
\begin{equation*}
\int_{\mathbb{R}} \hat{\eta}^{\prime}(r) r^{j} \mathrm{~d} r=\delta_{0, j}, \quad-\hat{j} \leqslant j \leqslant \hat{j}, j \in \mathbb{Z} \tag{2.6}
\end{equation*}
$$

holds. Let us pick some $\hat{j} \geqslant N+2(1+K+Z)$. In the four cases above we have degrees of homogeneities $\alpha={ }^{\theta} \mathrm{h}_{\sigma}^{k}$ and $\beta={ }^{\vartheta} \mathrm{h}_{\sigma}^{\ell}$. Because of $N-2+\alpha+\beta \in[-\hat{j}, \hat{j}]$ and (2.6) the integral (2.5) can only differ from zero, if $N-2+\alpha+\beta=0$. But if $\theta \vartheta=+$, then either $N-2+{ }^{+} \mathrm{h}_{\sigma}^{k}+{ }^{+} \mathrm{h}_{\sigma}^{\ell}=N-2+k+\ell+2 \sigma \neq 0$ or $N-2+{ }^{-} \mathrm{h}_{\sigma}^{k}+{ }^{-} \mathrm{h}_{\sigma}^{\ell}=N-2+k+\ell-2 \sigma-2 N \neq 0$, since $k+\ell$ is even and $N$ odd. So only $\theta \vartheta=-$ is possible and we get

$$
\begin{aligned}
& N-2+{ }^{-} \mathrm{h}_{\sigma}^{k}+{ }^{+} \mathrm{h}_{\sigma}^{\ell}=N-2+{ }^{+} \mathrm{h}_{\sigma}^{k}+{ }^{-} \mathrm{h}_{\sigma}^{\ell}=-2+k+\ell=0 \\
& \quad \Longleftrightarrow \quad(k, \ell) \in\{(0,2),(1,1),(2,0)\}
\end{aligned}
$$

where the possibility of $k=\ell=1$ has to be excluded in the two last cases, where $k, \ell$ are even. Thus we have proved the essential assertions of the lemma.
Let us calculate one of the special integrals as an example:

$$
\begin{aligned}
& \left\langle C^{-} D_{\sigma, m}^{q, k},{ }^{+} D_{\sigma, m}^{q, \ell}\right\rangle_{\mathrm{L}^{2, q}} \\
& \quad=\left({ }^{-} \mathrm{h}_{\sigma}^{k}-{ }^{+} \mathrm{h}_{\sigma}^{\ell}\right)\left\langle{ }^{-} D_{\sigma, m}^{q, k},{ }^{+} D_{\sigma, m}^{q, \ell}\right\rangle_{(1)} \\
& \\
& =(k-\ell-2 \sigma-N) \begin{cases}-\alpha_{\sigma}^{q, 0+} \alpha_{\sigma}^{q, 1}\left(\left(\omega_{\sigma}^{q-1}\right)^{2}+\left(q^{\prime}+{ }^{-} \mathrm{h}_{\sigma}^{0}\right)\left(q^{\prime}+{ }^{+} \mathrm{h}_{\sigma}^{2}\right)\right), & (k, \ell)=(0,2), \\
-\alpha_{\sigma}^{q+1,0+} \alpha_{\sigma}^{q+1,0}, & (k, \ell)=(1,1), \\
-\alpha_{\sigma}^{q, 1+} \alpha_{\sigma}^{q, 0}\left(\left(\omega_{\sigma}^{q-1}\right)^{2}+\left(q^{\prime}+{ }^{-} \mathrm{h}_{\sigma}^{2}\right)\left(q^{\prime}+{ }^{+} \mathrm{h}_{\sigma}^{0}\right)\right), & (k, \ell)=(2,0),\end{cases} \\
& \quad= \begin{cases}\frac{(-2-2 \sigma-N)\left(\left(\omega_{\sigma}^{q-1}\right)^{2}+\left(q^{\prime}-\sigma-N\right)\left(q^{\prime}+2+\sigma\right)\right)}{2(2+2 \sigma+N)(-2 \sigma-N)}=-\frac{q+\sigma}{N+2 \sigma}, & (k, \ell)=(0,2), \\
-\frac{-2 \sigma-N}{2 \sigma+N}=1, & (k, \ell)=(1,1), \\
\frac{(2-2 \sigma-N)\left(\left(\omega_{\sigma}^{q-1}\right)^{2}+\left(q^{\prime}+2-\sigma-N\right)\left(q^{\prime}+\sigma\right)\right)}{2(2-2 \sigma-N)(-2 \sigma-N)}=-\frac{q^{\prime}+\sigma}{N+2 \sigma}, & (k, \ell)=(2,0) .\end{cases}
\end{aligned}
$$

Lemma 2.11. In the same sense Lemma 2.9 holds for all tower-forms, if one pays attention to ${ }^{-} D_{0,1}^{0,0}=0$ and ${ }^{-} R_{0,1}^{N, 0}=0$. Besides in the special cases we get for the exceptional tower-forms

$$
\begin{aligned}
\left\langle C^{-} D_{0,1}^{0,2},{ }^{+} D_{0,1}^{0,0}\right\rangle_{\mathrm{L}^{2}} & =-\left\langle C^{+} D_{0,1}^{0,0},{ }^{-} D_{0,1}^{0,2}\right\rangle_{\mathrm{L}^{2}}=\left\langle C^{-} R_{0,1}^{N, 2}{ }^{+}{ }^{+} R_{0,1}^{N, 0}\right\rangle_{\mathrm{L}^{2}, N} \\
& =-\left\langle C^{+} R_{0,1}^{N, 0},{ }^{-} R_{0,1}^{N, 2}\right\rangle_{\mathrm{L}^{2, N}}=-\left\langle C^{-} R_{0,1}^{1,1},{ }^{+} R_{0,1}^{1,1}\right\rangle_{\mathrm{L}^{2,1}}=\left\langle C^{+} R_{0,1}^{1,1},{ }^{-} R_{0,1}^{1,1}\right\rangle_{\mathrm{L}^{2,1}} \\
& =-\left\langle C^{-} D_{0,1}^{N-1,1},{ }^{+} D_{0,1}^{N-1,1}\right\rangle_{\mathrm{L}^{2, N-1}}=\left\langle C^{+} D_{0,1}^{N-1,1},{ }^{-} D_{0,1}^{N-1,1}\right\rangle_{\mathrm{L}^{2, N-1}}=1
\end{aligned}
$$

Summing up we obtain the following remark.
Remark 2.12. For tower-forms $u, v$ the scalar product $\langle C u, v\rangle_{L^{2}, q}$ can only differ from zero, if $u$ and $v$ possess different signs $\pm$ as well as equal eigenvalue and counting indices $\sigma$ and $m$. Additionally in the cases $u={ }^{ \pm} D_{\sigma, m}^{q, k}, v={ }^{\mp} D_{\sigma, m}^{q, \ell}$ or $u={ }^{ \pm} R_{\sigma, m}^{q, k}, v={ }^{\mp} R_{\sigma, m}^{q, \ell}$ the heights $(k, \ell)$ must belong to $\{(0,2),(1,1),(2,0)\}$ as well as in the cases $u={ }^{ \pm} D_{\sigma, m}^{q, k}, v={ }^{\mp} R_{\sigma, m}^{q, \ell}$ or in reverse order even to $\{(0,2),(2,0)\}$.

Now let us return to our static solutions. We put

$$
\tilde{\mathrm{L}}^{2, q, q+1}(\Omega):={ }_{\Lambda^{-1}} \mathrm{~L}^{2, q, q+1}(\Omega):={ }_{\varepsilon^{-1}} \mathrm{~L}^{2, q}(\Omega) \times{ }_{\mu^{-1}} \mathrm{~L}^{2, q+1}(\Omega)
$$

with scalar product $\langle\cdot, \cdot\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\Lambda^{-1} \cdot, \cdot\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)}$, see [24], Section 3.
Lemma 2.13. Let $s \in(2-N / 2, \infty) \backslash \mathbb{I}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$ with representation

$$
\mathcal{L}_{0}(F, G)=(E, H)+\sum_{I \in \overline{\mathcal{T}}_{s-1}^{q, 0}} \mathrm{e}_{I} \eta\left(D_{I}^{q}, 0\right)+\sum_{J \in \overline{\bar{g}}_{s-1}^{q+1,0}} \mathrm{~h}_{J} \eta\left(0, R_{J}^{q+1}\right),
$$

where $(E, H) \in\left(\stackrel{\circ}{\mathrm{R}}_{s-1}^{q}(\Omega) \cap \varepsilon^{-1} \mathrm{D}_{s-1}^{q}(\Omega)\right) \times\left(\mu^{-1} \stackrel{\circ}{\mathrm{R}}_{s-1}^{q+1}(\Omega) \cap \mathrm{D}_{s-1}^{q+1}(\Omega)\right)$ and $\mathrm{e}_{I}, \mathrm{~h}_{J} \in \mathbb{C}$. Then for all $I=(-, 0, \sigma, m) \in \overline{\mathcal{J}}_{s-1}^{q, 0}$ and $J=(-, 0, \gamma, n) \in \bar{\jmath}_{s-1}^{q+1,0}$
(i) $\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle(F, G), H_{\gamma, n}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0$,
(ii) $\left\langle(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{L}^{2}, q, q+1}(\Omega)=\mathrm{e}_{I}$,
(iii) $\left\langle(F, G), H_{\gamma, n}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\mathrm{h}_{J}$.

Remark 2.14. It is sufficient to choose $\hat{j} \geqslant 2(s+1)$ in (2.6).
Proof of Lemma 2.13. We set

$$
\left(0, \tilde{H}_{\sigma, m}^{+}\right):=\Lambda^{-1} E_{\sigma, m}^{+, 1}=\mathcal{L}_{0} E_{\sigma, m}^{+, 0}, \quad\left(\tilde{E}_{\gamma, n}^{+}, 0\right):=\Lambda^{-1} H_{\gamma, n}^{+, 1}=\mathcal{L}_{0} H_{\gamma, n}^{+, 0}
$$

Let us look at $E_{\sigma, m}^{+}$and $\tilde{H}_{\sigma, m}^{+}$. For $(-, 0, \sigma, m) \in \overline{\mathcal{J}}_{s-1}^{q, 0}$ we have $s>\sigma+1+N / 2$ and thus only weights $s$ larger than $1+N / 2$ have to be considered. According to Lemma 2.6

$$
\begin{equation*}
E_{\sigma, m}^{+} \in{ }_{\varepsilon} \mathcal{H}_{-s+1}^{q}(\Omega) \subset{ }_{0} \stackrel{\circ}{\mathbf{R}}_{-s+1}^{q}(\Omega), \quad \tilde{H}_{\sigma, m}^{+} \in \mathrm{D}_{-s}^{q+1}(\Omega) \tag{2.7}
\end{equation*}
$$

Therefore, all scalar products under consideration are well defined. By [24], Eq. (2.5), and Lemma 2.4 we get

$$
\left\langle M(E, H), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\operatorname{div} H, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}=0
$$

and thus with $\left(0, R_{J}^{q+1}\right)=M\left(D_{1 J}^{q}, 0\right)$

$$
\begin{aligned}
& \left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle M \mathcal{L}_{0}(F, G),\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)} \\
& =\sum_{I \in \overline{\mathcal{T}}_{s-1}^{q, 0}} \mathrm{e}_{I} \underbrace{}_{=\left\langle\left(0, \mathrm{rot} \eta D_{I}^{q}\right),\left(E_{\sigma, m}^{+}, 0\right\rangle\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)}=0 . \\
& +\sum_{J \in \overline{\bar{O}}_{s-1}^{+1,0}} \mathrm{~h}_{J}\left\langle M^{2} \eta\left(D_{1 J}^{q}, 0\right),\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega) \\
& -\sum_{J \in \overline{\bar{s}}_{s-1}^{q+1,0}} \mathrm{~h}_{J} \underbrace{\left\langle M C_{M, \eta}\left(D_{1 J}^{q}, 0\right),\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)}}_{=\left\langle\operatorname{div} C_{\mathrm{rot}, \eta} D_{1 J}^{q}, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}=0} .
\end{aligned}
$$

For $J=(-, 0, \gamma, n) \in \overline{\mathrm{d}}_{s-1}^{q+1,0}$ we have $\operatorname{div} \eta D_{1 J}^{q}=\operatorname{div} \eta^{-} D_{\gamma, n}^{q, 1}=0$ by [25], Remark 2.4, and therefore $\operatorname{div} \operatorname{rot} \eta D_{1 J}^{q}=\Delta \eta D_{1 J}^{q}=C D_{1 J}^{q}$. This shows

$$
\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\sum_{J \in \overline{\mathrm{~J}}_{s-1}^{q+1,0}} \mathrm{~h}_{J}\left\langle C D_{1 J}^{q}, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2}, q}(\Omega)
$$

recalling $M^{2}(e, h)=(\operatorname{div} \operatorname{rot} e, \operatorname{rot} \operatorname{div} h)$.
According to [25], Theorem 5.10, Remark 5.11, Corollary 5.12, under the present assumptions $\mathcal{L}_{0} \mathcal{L}(F, G)$ is also well defined and has the representation

$$
\mathcal{L}_{0} \mathcal{L}(F, G)=(\tilde{E}, \tilde{H})+\sum_{I \in \overline{\mathcal{I}}_{s-2}^{q, \leqslant 1}} \tilde{\mathrm{e}}_{I} \eta\left(D_{I}^{q}, 0\right)+\sum_{J \in \overline{\bar{q}}_{s-2}^{q+1, \leqslant 1}} \tilde{\mathrm{~h}}_{J} \eta\left(0, R_{J}^{q+1}\right)
$$

with $(\tilde{E}, \tilde{H}) \in\left(\stackrel{\circ}{\mathrm{R}}_{s-2}^{q}(\Omega) \cap \varepsilon^{-1} \mathrm{D}_{s-2}^{q}(\Omega)\right) \times\left(\mu^{-1} \stackrel{\circ}{\mathrm{R}}_{s-2}^{q+1}(\Omega) \cap \mathrm{D}_{s-2}^{q+1}(\Omega)\right)$ and $\tilde{\mathrm{e}}_{I}, \tilde{\mathrm{~h}}_{J} \in \mathbb{C}$. Moreover, $\tilde{\mathrm{h}}_{1} I=\mathrm{e}_{I}$ and $\tilde{\mathrm{e}}_{1} J=\mathrm{h}_{J}$ hold for $I \in \overline{\mathcal{J}}_{s-1}^{q, 0}$ and $J \in \overline{\mathfrak{J}}_{s-1}^{q+1,0}$. From

$$
\Lambda^{-1} M(\tilde{E}, \tilde{H}) \in\left(\stackrel{\circ}{\mathrm{R}}_{s-1}^{q}(\Omega) \cap \varepsilon^{-1}{ }_{0} \mathrm{D}_{s-1}^{q}(\Omega)\right) \times\left(\mu^{-1}{ }_{0} \stackrel{\circ}{\mathrm{R}}_{s-1}^{q+1}(\Omega) \cap \mathrm{D}_{s-1}^{q+1}(\Omega)\right)
$$

as well as by (2.7) and [24], Eq. (2.5), we get

$$
\left\langle M \Lambda^{-1} M(\tilde{E}, \tilde{H}), \mathcal{L}_{0} \Lambda\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)=-\left\langle M(\tilde{E}, \tilde{H}),\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)}=0
$$

Using this and $(F, G)=M \Lambda^{-1} M \mathcal{L}_{0} \mathcal{L}(F, G)$ we derive

$$
\begin{aligned}
\left\langle(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =\sum_{I \in \overline{\mathcal{J}}_{s, 2}^{q, \leqslant 1}} \tilde{\mathrm{e}}_{I} \underbrace{\left\langle M^{2} \eta\left(D_{I}^{q}, 0\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)}_{=0} \\
& +\sum_{J \in \overline{\tilde{g}}_{s-2}^{q+1, \leqslant 1}} \tilde{\mathrm{~h}}_{J}\left\langle M^{2} \eta\left(0, R_{J}^{q+1}\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
\end{aligned}
$$

$$
\left.\begin{array}{rl}
= & \sum_{J \in \overline{\mathfrak{\jmath}}_{s-2}^{q+1,0}} \tilde{\mathrm{~h}}_{J}\left\langle M^{2} \eta\left(0, R_{J}^{q+1}\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)} \\
& +\sum_{I \in \bar{J}_{s-1}^{q, 0}} \tilde{\mathrm{~h}}_{1} I
\end{array} M^{2} \eta\left(0, R_{1 I}^{q+1}\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega),
$$

because $\overline{\mathcal{J}}_{s-2}^{q+1, \leqslant 1}=\overline{\mathcal{J}}_{s-2}^{q+1,0} \dot{\cup} \overline{\mathcal{J}}_{s-2}^{q+1,1}=\overline{\mathcal{J}}_{s-2}^{q+1,0} \dot{\cup}_{1}\left(\overline{\mathcal{J}}_{s-1}^{q, 0}\right)$. Applying once more [25], Remark 2.4, we obtain

$$
\begin{aligned}
M^{2} \eta\left(0, R_{1 I}^{q+1}\right) & =\Delta \eta\left(0, R_{1 I}^{q+1}\right)=C\left(0, R_{1 I}^{q+1}\right) \\
M^{2} \eta\left(0, R_{J}^{q+1}\right) & =M^{2} \eta M\left(D_{1 J}^{q}, 0\right)=M M^{2} \eta\left(D_{1 J}^{q}, 0\right)-M^{2} C_{M, \eta}\left(D_{1 J}^{q}, 0\right) \\
& =M C\left(D_{1 J}^{q}, 0\right)-M^{2} C_{M, \eta}\left(D_{1 J}^{q}, 0\right)
\end{aligned}
$$

Partial integration yields

$$
\left\langle M C\left(D_{1 J}^{q}, 0\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)=-\left\langle C\left(D_{1 J}^{q}, 0\right),\left(E_{\sigma, m}^{+}, 0\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
$$

and clearly all terms of the sum like

$$
\left\langle M^{2} C_{M, \eta}\left(D_{1 J}^{q}, 0\right),\left(0, \tilde{H}_{\sigma, m}^{+}\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
$$

vanish by (two times) partial integration. Finally we get for $(-, 0, \sigma, m) \in \bar{J}_{s-1}^{q, 0}$

$$
\begin{aligned}
\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =\sum_{J \in \bar{\jmath}_{s-1}^{q+1,0}} \mathrm{~h}_{J}\left\langle C D_{1 J}^{q}, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)}, \\
\left\langle(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =-\sum_{J \in \overline{\mathrm{j}}_{s-2}^{q+1,0}} \tilde{\mathrm{~h}}_{J}\left\langle C D_{1 J}^{q}, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}+\sum_{I \in \overline{\bar{J}}_{s-1}^{q, 0}} \mathrm{e}_{I}\left\langle C R_{1 I}^{q+1}, \tilde{H}_{\sigma, m}^{+,}\right\rangle_{\mathrm{L}^{2, q+1}(\Omega)} .
\end{aligned}
$$

Analogously for $(-, 0, \gamma, n) \in \overline{\mathrm{J}}_{s-1}^{q+1,0}$ one sees

$$
\begin{aligned}
\left\langle(F, G), H_{\gamma, n}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =\sum_{I \in \overline{\mathcal{J}}_{s-1}^{q, 0}} \mathrm{e}_{I}\left\langle C R_{1 I}^{q+1}, H_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2}, q+1}(\Omega) \\
\left\langle(F, G), H_{\gamma, n}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =-\sum_{I \in \overline{\mathcal{J}}_{s-2}^{, 0,}} \tilde{\mathrm{e}}_{I}\left\langle C R_{1 I}^{q+1}, H_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2, q+1}(\Omega)}+\sum_{J \in \overline{\mathcal{J}}_{s-1}^{q+1,0}} \mathrm{~h}_{J}\left\langle C D_{1 J}^{q}, \tilde{E}_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)} .
\end{aligned}
$$

Now all integrals on the right hand sides only extend over supp $\nabla \eta$. Thus we may insert the expansions from Corollary 2.8 for

$$
E_{\sigma, m}^{+}, \quad \tilde{H}_{\sigma, m}^{+}, \quad H_{\gamma, n}^{+}, \quad \tilde{E}_{\gamma, n}^{+}
$$

Using the orthogonality properties from Lemma 2.9 and Remark 2.10 we finally obtain

$$
\left\langle C D_{1 J}^{q}, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)}=\left\langle C R_{1 I}^{q+1}, H_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2, q+1}(\Omega)}=0
$$

and

$$
\left\langle C R_{1 I}^{q+1}, \tilde{H}_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2}, q+1}(\Omega)=\delta_{I,(-, 0, \sigma, m)}, \quad\left\langle C D_{1 J}^{q}, \tilde{E}_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}=\delta_{J,(-, 0, \gamma, n)} .
$$

We note that by [25], Remark 2.5, we only have to consider tower-forms with maximal heights $K=1$ and maximal eigenvalue index $Z \leqslant s-1-N / 2$. Thus $\hat{j} \geqslant 2(s+1) \geqslant N+2(1+K+Z)$ is sufficient according to (2.6).

Now we are ready to characterize the spaces of regular convergence by orthogonality constraints.
Lemma 2.15. Let $\mathbf{J} \in \mathbb{N}, s \in(\mathbf{J}+1-N / 2, \infty) \backslash \mathbb{I}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$. Then $(F, G)$ belongs to $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$, if and only if

$$
\left\langle(F, G), E_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle(F, G), H_{\gamma, n}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0
$$

holds for all $(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}$ and $(\ell, \gamma, n) \in \Theta_{s}^{q+1, \mathbf{J}}$, where

$$
\Theta_{s}^{q, \mathbf{J}}:=\left\{(k, \sigma, m) \in \mathbb{N}_{0}^{3}: k \leqslant \mathbf{J}-1 \wedge \sigma<s-\frac{N}{2}-k-1 \wedge 1 \leqslant m \leqslant \mu_{\sigma}^{q}\right\} .
$$

Moreover, $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ is a closed subspace of $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ and $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$.
Remark 2.16. We have the characterizations

$$
\begin{aligned}
& \Theta_{s}^{q, \mathbf{J}}=\left\{(k, \sigma, m) \in\{0, \ldots, \mathbf{J}-1\} \times \mathbb{N}_{0} \times \mathbb{N}: E_{\sigma, m}^{+, k+1} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)\right\}, \\
& \Theta_{s}^{q+1, \mathbf{J}}=\left\{(\ell, \gamma, n) \in\{0, \ldots, \mathbf{J}-1\} \times \mathbb{N}_{0} \times \mathbb{N}: H_{\gamma, n}^{+, \ell+1} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)\right\} .
\end{aligned}
$$

Proof of Lemma 2.15. The assertions of the remark follow by Lemma 2.6. The proof of the lemma is a straightforward induction over $\mathbf{J}$. The start of the induction is given by Lemma 2.13 since we have $\Theta_{s}^{q, 1}=\left\{(0, \sigma, m):(-, 0, \sigma, m) \in \overline{\mathcal{J}}_{s-1}^{q, 0}\right\}$ and $\Theta_{s}^{q+1,1}=\left\{(0, \gamma, n):(-, 0, \gamma, n) \in \overline{\bar{J}}_{s-1}^{q+1,0}\right\}$. For the step we note by definition

$$
\begin{aligned}
\operatorname{Reg}_{s}^{q, \mathbf{J}+1}(\Omega) & =\left\{(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega): \mathcal{L}^{\mathbf{J}+1}(F, G) \in \operatorname{Reg}_{s-\mathbf{J}-1}^{q, 0}(\Omega)\right\} \\
& =\left\{(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega): \mathcal{L}^{\mathbf{J}}(F, G) \in \operatorname{Reg}_{s-\mathbf{J}}^{q, 1}(\Omega)\right\}
\end{aligned}
$$

and according to the start we obtain $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}+1}(\Omega)$, if and only if $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ and

$$
\left\langle\mathcal{L}^{\mathbf{J}}(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\mathcal{L}^{\mathbf{J}}(F, G), H_{\gamma, n}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0
$$

holds for all $(0, \sigma, m) \in \Theta_{s-\mathbf{J}}^{q, 1}$ and $(0, \gamma, n) \in \Theta_{s-\mathbf{J}}^{q+1,1}$. Since $\mathcal{L}^{\mathbf{J}}(F, G) \in \operatorname{Reg}_{s-\mathbf{J}}^{q, 1}(\Omega)$ we get

$$
\mathcal{L}_{0} \mathcal{L}^{\mathbf{J}-1}(F, G) \in \stackrel{\circ}{\mathrm{R}}_{s-\mathbf{J}}^{q}(\Omega) \times \mathrm{D}_{s-\mathbf{J}}^{q+1}(\Omega)
$$

and with Lemma 2.6

$$
\Lambda^{-1} \mathcal{L}^{2} \Lambda E_{\sigma, m}^{+, 0} \in \stackrel{\circ}{\mathrm{R}}_{-s-1+\mathbf{J}}^{q}(\Omega) \times\{0\}
$$

because $(0, \sigma, m) \in \Theta_{s-\mathbf{J}}^{q, 1}$ implies $\sigma<s-1-\mathbf{J}-N / 2$, i.e. $s+1-\mathbf{J}>\sigma+2+N / 2$. Using partial integration, i.e. [24], Eq. (2.5), we compute

$$
\begin{aligned}
\left\langle\mathcal{L}^{\mathbf{J}}(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) & =\left\langle\mathcal{L}_{0} \mathcal{L}^{\mathbf{J}-1}(F, G), M \Lambda^{-1} \mathcal{L}^{2} E_{\sigma, m}^{+, 0}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega) \\
& =-\left\langle\mathcal{L}^{\mathbf{J}-1}(F, G), E_{\sigma, m}^{+, 2}\right\rangle_{\tilde{\mathrm{L}}^{2},, q+1}(\Omega)
\end{aligned}
$$

and therefore repeating this argument

$$
\left\langle\mathcal{L}^{\mathbf{J}}(F, G), E_{\sigma, m}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=(-1)^{\mathbf{J}}\left\langle(F, G), E_{\sigma, m}^{+, \mathbf{J}+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)
$$

Analogously we conclude

$$
\left\langle\mathcal{L}^{\mathbf{J}}(F, G), H_{\gamma, n}^{+, 1}\right\rangle_{\tilde{\mathrm{L}}}{ }^{2, q, q+1}(\Omega)=(-1)^{\mathbf{J}}\left\langle(F, G), H_{\gamma, n}^{+, \mathbf{J}+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) .
$$

Finally we obtain $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}+1}(\Omega)$, if and only if $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ and

$$
\left\langle(F, G), E_{\sigma, m}^{+, \mathbf{J}+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle(F, G), H_{\gamma, n}^{+, \mathbf{J}+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0
$$

holds for all $(0, \sigma, m) \in \Theta_{s-\mathbf{J}}^{q, 1}$ and $(0, \gamma, n) \in \Theta_{s-\mathbf{J}}^{q+1,1}$ and the induction hypothesis for $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ completes the proof.

We are looking for projectors onto $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ and thus for a dual basis of

$$
E_{\sigma, m}^{+, k}, \quad H_{\sigma, m}^{+, k}
$$

For $\ell, \sigma \in \mathbb{N}_{0}$ and $(m, n) \in\left\{1, \ldots, \mu_{\sigma}^{q}\right\} \times\left\{1, \ldots, \mu_{\sigma}^{q+1}\right\}$ let us define

$$
\begin{array}{ll}
e_{\sigma, n}^{ \pm}:=\eta^{ \pm} D_{\sigma, n}^{q, 1}, & h_{\sigma, m}^{ \pm}:=\eta^{ \pm} R_{\sigma, m}^{q+1,1} \\
e_{\sigma, n}^{ \pm, \ell}:=M^{\ell}\left(e_{\sigma, n}^{ \pm}, 0\right), & \\
h_{\sigma, m}^{ \pm, \ell}:=M^{\ell}\left(0, h_{\sigma, m}^{ \pm}\right)
\end{array}
$$

Lemma 2.17. Let $\ell, k \in \mathbb{N}_{0}$. $e_{\sigma, n}^{ \pm, \ell}$ and $h_{\sigma, m}^{ \pm, \ell}$ are $\mathrm{C}^{\infty}$-forms on $\mathbb{R}^{N}$ and belong to $\operatorname{Reg}_{<\mp(N / 2+\sigma)-1+\ell}^{q, 0}(\Omega)$. Furthermore, $e_{\sigma, n}^{ \pm, \ell+2}$ and $h_{\sigma, m}^{ \pm, \ell+2}$ are compactly supported and thus elements of $\operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$ as well as $\operatorname{Reg}_{s}^{q, \ell}(\Omega)$ for $s \in(\ell-N / 2, \infty) \backslash \mathbb{I}$. Moreover, for $\ell \geqslant 2$

$$
\mathcal{L}^{k} e_{\sigma, n}^{ \pm, k+\ell}=e_{\sigma, n}^{ \pm, \ell}, \quad \mathcal{L}^{k} h_{\sigma, m}^{ \pm, k+\ell}=h_{\sigma, m}^{ \pm, \ell}
$$

hold and these equations even remain valid for the negative forms $e_{\sigma, n}^{-, \ell}$ and $h_{\sigma, m}^{-, \ell}$ if $\ell=0,1$.

Proof. According to [25], Remark 2.4, we have $\operatorname{div} e_{\sigma, n}^{ \pm}=0$ and $\operatorname{rot} h_{\sigma, m}^{ \pm}=0$ and hence by [25], Remark 2.5, $e_{\sigma, n}^{ \pm, 0}, h_{\sigma, m}^{ \pm, 0} \in \operatorname{Reg}_{<\mp(N / 2+\sigma)-1}^{q, 0}(\Omega)$. Furthermore,

$$
\begin{align*}
& e_{\sigma, n}^{ \pm, 1}=\eta\left(0,{ }^{ \pm} R_{\sigma, n}^{q+1,0}\right)+C_{M, \eta}\left({ }^{ \pm} D_{\sigma, n}^{q, 1}, 0\right)  \tag{2.8}\\
& e_{\sigma, n}^{ \pm, 2}=C\left({ }^{ \pm} D_{\sigma, n}^{q, 1}, 0\right)=C_{M, \eta}\left(0,{ }^{ \pm} R_{\sigma, n}^{q+1,0}\right)+M C_{M, \eta}\left({ }^{ \pm} D_{\sigma, n}^{q, 1}, 0\right)  \tag{2.9}\\
& h_{\sigma, m}^{ \pm, 1}=\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 0}, 0\right)+C_{M, \eta}\left(0,{ }^{ \pm} R_{\sigma, m}^{q+1,1}\right)  \tag{2.10}\\
& h_{\sigma, m}^{ \pm, 2}=C\left(0,{ }^{ \pm} R_{\sigma, m}^{q+1,1}\right)=C_{M, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 0}, 0\right)+M C_{M, \eta}\left(0,{ }^{ \pm} R_{\sigma, m}^{q+1,1}\right) \tag{2.11}
\end{align*}
$$

Thus $e_{\sigma, n}^{ \pm, 1}, h_{\sigma, m}^{ \pm, 1} \in \operatorname{Reg}_{<\mp(N / 2+\sigma)}^{q, 0}(\Omega)$ and for all $\ell \in \mathbb{N}_{0}$

$$
\operatorname{supp} e_{\sigma, n}^{ \pm, \ell+2} \cup \operatorname{supp} h_{\sigma, m}^{ \pm, \ell+2} \subset \operatorname{supp} \nabla \eta
$$

i.e. $e_{\sigma, n}^{ \pm, \ell+2}, h_{\sigma, m}^{ \pm, \ell+2} \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$. By [25], Theorem 5.10, resp. Corollary 5.12, any power of $\mathcal{L}$ is well defined on $e_{\sigma, n}^{ \pm, \ell+2}, h_{\sigma, m}^{ \pm, \ell+2}$. Because of the compact supports we obtain for $\ell \geqslant 2$

$$
\begin{equation*}
\mathcal{L} e_{\sigma, n}^{ \pm, \ell+1}=e_{\sigma, n}^{ \pm, \ell}, \quad \mathcal{L} h_{\sigma, m}^{ \pm, \ell+1}=h_{\sigma, m}^{ \pm, \ell} \tag{2.12}
\end{equation*}
$$

and a short induction shows

$$
\begin{equation*}
\mathcal{L}^{k} e_{\sigma, n}^{ \pm, k+\ell}=e_{\sigma, n}^{ \pm, \ell}, \quad \mathcal{L}^{k} h_{\sigma, m}^{ \pm, k+\ell}=h_{\sigma, m}^{ \pm, \ell} \tag{2.13}
\end{equation*}
$$

for all $k \in \mathbb{N}_{0}$. The forms $e_{\sigma, n}^{-, 0}, h_{\sigma, m}^{-, 0}$ and by (2.8), (2.10) also $e_{\sigma, n}^{-,,}, h_{\sigma, m}^{-, 1}$ possess the 'right shape', such that for the negative forms according to [25], Corollary 5.12, the Eqs (2.12) and (2.13) hold true for $\ell=0,1$ as well. Once more taking into account the compact supports of $e_{\sigma, n}^{ \pm, 2}$ and $h_{\sigma, m}^{ \pm, 2}$ we get

$$
e_{\sigma, n}^{ \pm, \ell+2}, h_{\sigma, m}^{ \pm, \ell+2} \in \operatorname{Reg}_{s}^{q, \ell}(\Omega)
$$

for all $\ell \in \mathbb{N}_{0}$ and $s \in(\ell-N / 2, \infty) \backslash \mathbb{I}$.
Lemma 2.18. Let $K, Z \in \mathbb{N}_{0}$. Then for all $\sigma \in\{0, \ldots, Z\}$ and $k \in\{-1, \ldots, K\}$ as well as all $(\ell, \gamma) \in \mathbb{N}_{0}^{2}$ and appropriate $m, n$

$$
\begin{aligned}
& \left\langle e_{\gamma, n}^{-, \ell+2}, E_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega) \\
& \left\langle e_{\gamma, n}^{-, \ell+2}, H_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
\end{aligned}=\left\langle h_{\gamma, n}^{-, \ell+2}, H_{\sigma, m}^{+, k+1}, E_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2}, q, q+1},(\Omega)=0,{ }_{\mathrm{L}^{2}, q+1}(\Omega)=(-1)^{\ell} \delta_{k, \ell} \delta_{\sigma, \gamma} \delta_{m, n} .
$$

Remark 2.19. It suffices to choose $\hat{j} \geqslant N+2(2+K+Z)$ in (2.6).
Proof of Lemma 2.18. We note again that $e_{\gamma, n}^{-, 2}$ and $h_{\gamma, n}^{-, 2}$ have compact supports. For all $\ell \in \mathbb{N}_{0}$ partial integration and (2.9) yield

$$
\begin{aligned}
\mathrm{S}_{\sigma, \gamma}^{k, \ell} & :=\left\langle e_{\gamma, n}^{-\ell+2}, E_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)} \\
& =\left\langle M^{\ell} e_{\gamma, n}^{-, 2}, E_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2, q, q+1}(\Omega)} \\
& =(-1)^{\ell}\left\langle C\left(D_{\gamma, n}^{q, 1}, 0\right), M^{\ell} E_{\sigma, m}^{+, k+1}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
\end{aligned}
$$

Since $M \mathcal{L}=M \mathcal{L}_{0}=\mathrm{Id}$ on supp $\eta$ and $M\left(E_{\sigma, m}^{+}, 0\right)=(0,0)$ the scalar products $\mathrm{S}_{\sigma, \gamma}^{k, \ell}$ vanish for all $\ell \geqslant k+2$. However, for $\ell \leqslant k+1$ we get

$$
\mathrm{S}_{\sigma, \gamma}^{k, \ell}=(-1)^{\ell}\left\langle C\left({ }^{-} D_{\gamma, n}^{q, 1}, 0\right), E_{\sigma, m}^{+, k+1-\ell}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
$$

and these scalar products can only differ from zero if $k+1-\ell$ is even. The integrals range only over $\operatorname{supp} \nabla \eta$. Thus we may insert the representations from Corollary 2.8 for $E_{\sigma, m}^{+, k+1-\ell}$ and see that $S_{\sigma, \gamma}^{k, \ell}=0$ holds by Lemma 2.9 even in these cases. The same arguments force

$$
\tilde{\mathbf{S}}_{\sigma, \gamma}^{k, \ell}:=\left\langle e_{\gamma, n}^{-, \ell+2}, H_{\sigma, m}^{+, k+1}\right\rangle_{\mathbf{L}^{2}, q, q+1}(\Omega)
$$

to vanish for $\ell \geqslant k+2$. If $\ell \leqslant k+1$ we get

$$
\tilde{\mathrm{S}}_{\sigma, \gamma}^{k, \ell}=(-1)^{\ell}\left\langle C\left(D_{\gamma, n}^{q, 1}, 0\right), H_{\sigma, m}^{+, k+1-\ell}\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)
$$

These scalar products can only differ from zero, if $k+1-\ell$ is odd. Again we insert the representations from Corollary 2.8 for $H_{\sigma, m}^{+, k+1-\ell}$. But now in the case $k=\ell$ we get a term ${ }^{+} D_{\sigma, m}^{q, 1}$, whose scalar product with $C^{-} D_{\gamma, n}^{q, 1}$ does not vanish if $(\sigma, m)=(\gamma, n)$ according to Lemma 2.9. Therefore we obtain

$$
\tilde{\mathrm{S}}_{\sigma, \gamma}^{k, \ell}=(-1)^{\ell}\left\langle C\left({ }^{-} D_{\gamma, n}^{q, 1}, 0\right),\left({ }^{+} D_{\sigma, m}^{q, k+1-\ell}, 0\right)\right\rangle_{\mathrm{L}^{2}, q, q+1}(\Omega)=(-1)^{\ell} \delta_{k, \ell} \delta_{\sigma, \gamma} \delta_{m, n} .
$$

Similarly the assertions about the remaining two scalar products may be shown.
We have found our projections.
Theorem 2.20. Let $\mathbf{J} \in \mathbb{N}$ and $s \in(\mathbf{J}+1-N / 2, \infty) \backslash \mathbb{I}$. Then

$$
\operatorname{Reg}_{s}^{q, 0}(\Omega)=\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)+\Upsilon_{s}^{q, \mathbf{J}}
$$

where $\Upsilon_{s}^{q, \mathbf{J}}:=\operatorname{Lin}\left\{e_{\sigma, m}^{-, k+2}, h_{\gamma, n}^{-, \ell+2}:(k, \sigma, m) \in \Theta_{s}^{q+1, \mathbf{J}},(\ell, \gamma, n) \in \Theta_{s}^{q, \mathbf{J}}\right\}$.
More precisely: Each $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$ can be decomposed uniquely as

$$
(F, G)=\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right)+\left(F_{\Upsilon}, G_{\Upsilon}\right)
$$

where $\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ and $\left(F_{\Upsilon}, G_{\Upsilon}\right) \in \Upsilon_{s}^{q, \mathbf{J}}$ are defined by

$$
\begin{aligned}
&\left(F_{\Upsilon}, G_{\Upsilon}\right):= \sum_{(k, \sigma, m) \in \Theta_{s}^{q, \mathrm{~J}}}(-1)^{k}\left\langle(F, G), E_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& h_{\sigma, m}^{-, k+2} \\
&+\sum_{(k, \sigma, m) \in \Theta_{s}^{q+1, \mathrm{~J}}}(-1)^{k}\left\langle(F, G), H_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)
\end{aligned} e_{\sigma, m}^{-, k+2} .
$$

Remark 2.21. $\Upsilon_{s}^{q, \mathbf{J}}$ are finite-dimensional subspaces of $\left(\stackrel{\circ}{\mathrm{C}}^{\infty, q}(\Omega) \times \stackrel{\circ}{\mathrm{C}}^{\infty, q+1}(\Omega)\right) \cap \operatorname{Reg}_{\text {vox }}^{q, 0}(\Omega)$ and the projections $(F, G) \mapsto\left(F_{\Upsilon}, G_{\Upsilon}\right)$ resp. $(F, G) \mapsto\left(F_{\text {reg }}, G_{\text {reg }}\right)$ are continuous. Moreover, in (2.6) the choice $\hat{j} \geqslant 2(s+\mathbf{J}+1)$ is sufficient.

Proof of Theorem 2.20. According to Lemma 2.17 we have the inclusions $\Upsilon_{s}^{q, \mathbf{J}} \subset \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$. Thus $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$ implies $\left(F_{\text {reg }}, G_{\mathrm{reg}}\right),\left(F_{\Upsilon}, G_{\Upsilon}\right) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$. Applying Lemma 2.18 we obtain for all $(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}$ and $(\ell, \gamma, n) \in \Theta_{s}^{q+1, \mathbf{J}}$

$$
\left\langle\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right), E_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right), H_{\gamma, n}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0
$$

and therefore $\left(F_{\text {reg }}, G_{\text {reg }}\right) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$ by Lemma 2.15 , which yields

$$
\operatorname{Reg}_{s}^{q, 0}(\Omega) \subset \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)+\Upsilon_{s}^{q, \mathbf{J}} \subset \operatorname{Reg}_{s}^{q, 0}(\Omega)
$$

So it remains to show the directness of the sum. Let us pick an element

$$
(F, G)=\sum_{(k, \sigma, m) \in \Theta_{s}^{q+1, J}} \mathrm{f}_{k, \sigma, m} e_{\sigma, m}^{-, k+2}+\sum_{(k, \sigma, m) \in \Theta_{s}^{q, \mathrm{~J}}} \mathrm{~g}_{k, \sigma, m} h_{\sigma, m}^{-, k+2}
$$

of the intersection $\operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega) \cap \Upsilon_{s}^{q, \mathbf{J}}$. Applying $\mathcal{L}$ yields that

$$
\mathcal{L}(F, G)=\sum_{(k, \sigma, m) \in \Theta_{s}^{q+1, \mathbf{J}}} \mathrm{f}_{k, \sigma, m} e_{\sigma, m}^{-, k+1}+\sum_{(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}} \mathrm{~g}_{k, \sigma, m} h_{\sigma, m}^{-, k+1}
$$

belongs to $\operatorname{Reg}_{s-1}^{q, \mathbf{J}-1}(\Omega) \subset \mathrm{L}_{s-1}^{2, q, q+1}(\Omega)$ by Lemma 2.17. If $k>0$ the forms $e_{\sigma, m}^{-, k+1}$ resp. $h_{\sigma, m}^{-, k+1}$ have compact supports. But for $k=0$ with (2.8), (2.10) the forms $e_{\sigma, m}^{-, 1}, h_{\sigma, m}^{-, 1}$ are no longer compactly supported. However, they belong to $\mathrm{L}_{<N / 2+\sigma}^{2, q, q+1}(\Omega)$ but even not to $\mathrm{L}_{N / 2+\sigma}^{2, q, q+1}(\Omega)$. Thus $e_{\sigma, m}^{-, 1}, h_{\sigma, m}^{-, 1}$ are not elements of $\mathrm{L}_{s-1}^{2, q, q+1}(\Omega)$ since $(0, \sigma, m) \in \Theta_{s}^{q+1, \mathbf{J}}$ resp. $(0, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}$ implies $N / 2+\sigma<s-1$. The forms $e_{\sigma, m}^{-, 1}$ and $h_{\sigma, m}^{-, 1}$ are linear independent. Consequently the coefficients $\mathrm{f}_{0, \sigma, m}, \mathrm{~g}_{0, \sigma, m}$ have to vanish. Repeating this argument with $\mathcal{L}^{j}(F, G)$ for $j=2, \ldots, \mathbf{J}$ finally shows $\mathrm{f}_{k, \sigma, m}=\mathrm{g}_{k, \sigma, m}=0$ for all $(k, \sigma, m) \in \Theta_{s}^{q+1, \mathbf{J}}$ and $(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}$.

We are ready to approach the low frequency asymptotics.

## 3. Low frequency asymptotics

We will prove the desired asymptotic expansion in four steps, which are:
Step one: proof in the reduced case, i.e.:
compactly supported perturbations $\hat{\Lambda}$;
right-hand sides from $\operatorname{Reg}_{s}^{q, 0}(\Omega)$;
estimates in local norms
Step two: replacing $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ by $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$
Step three: replacing local norms by weighted norms
Step four: replacing compactly supported perturbations $\hat{\varepsilon}, \hat{\mu}$ by asymptotically vanishing perturbations

Following this program we only drop the assumption of compactly supported perturbations of the medium in the last step. Thus (2.4) may be assumed during the first three steps.

### 3.1. First step

Lemma 3.1. Let $\mathbf{J} \in \mathbb{N}_{0}, s \in(\mathbf{J}+1 / 2, \mathbf{J}+N / 2) \backslash \mathbb{I}$ and $t:=s-\mathbf{J}-(N+1) / 2$. Then

$$
\begin{aligned}
& \| \mathcal{L}_{\omega, \mathbf{J}-1}(F, G)-\sum_{(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}}(\mathrm{i} \omega)^{k}\left\langle(F, G), E_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \mathcal{L}_{\omega, \mathbf{J}-1-k} h_{\sigma, m}^{-, 2} \\
& \quad-\sum_{(k, \sigma, m) \in \Theta_{s}^{q+1, \mathbf{J}}}(\mathrm{i} \omega)^{k}\left\langle(F, G), H_{\sigma, m}^{+, k+1}\right\rangle_{\tilde{\mathrm{L}}}, q, q+1(\Omega) \\
& \mathcal{L}_{\omega, \mathbf{J}-1-k} e_{\sigma, m}^{-, 2} \|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)} \\
& \quad=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

holds uniformly with respect to $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$.
Proof. According to Theorem 2.20 we decompose $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$

$$
(F, G)=\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right)+\left(F_{\Upsilon}, G_{\Upsilon}\right) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega) \dot{+} \Upsilon_{s}^{q, \mathbf{J}}
$$

and obtain by Theorem 2.3 uniformly with respect to $\omega$ and ( $F_{\text {reg }}, G_{\mathrm{reg}}$ )

$$
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\left\|\left(F_{\mathrm{reg}}, G_{\mathrm{reg}}\right)\right\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

By Remark 2.21 the projections are continuous and thus

$$
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}(F, G)-\mathcal{L}_{\omega, \mathbf{J}-1}\left(F_{\Upsilon}, G_{\Upsilon}\right)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

This shows that we only have to determine the asymptotics of the special forms $e_{\sigma, m}^{-, k+2}, h_{\sigma, m}^{-, k+2}$ for $k \leqslant \mathbf{J}-1$, which belong to $\operatorname{Reg}_{s}^{q, k}(\Omega)$ using Lemma 2.17. Theorem 2.3 and Lemma 2.17 yield

$$
\begin{aligned}
& \mathcal{L}_{\omega, k-1} e_{\sigma, m}^{-, k+2}=(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega} \mathcal{L}^{k} e_{\sigma, m}^{-, k+2}=(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega} e_{\sigma, m}^{-, 2} \\
& \mathcal{L}_{\omega, k-1} h_{\sigma, m}^{-, k+2}=(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega} \mathcal{L}^{k} h_{\sigma, m}^{-, k+2}=(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega} h_{\sigma, m}^{-, 2}
\end{aligned}
$$

Then for $1 \leqslant k \leqslant \mathbf{J}-1$ we obtain

$$
\begin{aligned}
\mathcal{L}_{\omega, \mathbf{J}-1} e_{\sigma, m}^{-, k+2} & =\mathcal{L}_{\omega, k-1} e_{\sigma, m}^{-, k+2}-\sum_{j=k}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} e_{\sigma, m}^{-, k+2} \\
& =(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega, \mathbf{J}-1-k} e_{\sigma, m}^{-, 2}
\end{aligned}
$$

since $\mathcal{L}^{j} e_{\sigma, m}^{-, k+2}=\mathcal{L}^{j-k} e_{\sigma, m}^{-, 2}$. Analogously we compute

$$
\mathcal{L}_{\omega, \mathbf{J}-1} h_{\sigma, m}^{-, k+2}=(-\mathrm{i} \omega)^{k} \mathcal{L}_{\omega, \mathbf{J}-1-k} h_{\sigma, m}^{-, 2} .
$$

According to the latter lemma we only have to calculate the asymptotics of the special forms

$$
\mathcal{L}_{\omega, \mathbf{J}-1-k} e_{\sigma, m}^{-, 2}, \quad \mathcal{L}_{\omega, \mathbf{J}-1-k} h_{\sigma, m}^{-, 2}
$$

for $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}, 0 \leqslant k \leqslant \mathbf{J}-1$ and $\sigma<s-N / 2-1$.
For this we will use a technique introduced by Weck and Witsch in [42-44], which was completed in [45], resp. [48]. The idea is to compare

$$
\mathcal{L}_{\omega} e_{\sigma, m}^{-, 2}, \quad \mathcal{L}_{\omega} h_{\sigma, m}^{-, 2}
$$

with special radiating solutions of the homogeneous problem in $\mathbb{R}^{N} \backslash\{0\}$ and then to identify the proper static terms in their asymptotic expansions. For this procedure it is essential that the perturbation $\hat{\Lambda}$ has got a compact support.

Let us define for $q \in\{0, \ldots, N-1\}, \sigma \in \mathbb{N}_{0}, m=1, \ldots$ as well as $\omega \in \mathbb{C}_{+} \backslash\{0\}$ and $\nu_{\sigma}:=N / 2+\sigma$

$$
\begin{align*}
& \mathbb{E}_{\sigma, m}^{1, \omega}:=\sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-} D_{\sigma, m}^{q, 2 k+1}+\kappa_{\sigma}^{q+1} \omega^{2 \nu_{\sigma}} \sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k+} D_{\sigma, m}^{q, 2 k+1},  \tag{3.1}\\
& \mathbb{H}_{\sigma, m}^{1, \omega}:=\frac{\mathrm{i}}{\omega} \operatorname{rot} \mathbb{E}_{\sigma, m}^{1, \omega}=\sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-1-} R_{\sigma, m}^{q+1,2 k}+\kappa_{\sigma}^{q+1} \omega^{2 \nu_{\sigma}} \sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-1+} R_{\sigma, m}^{q+1,2 k} \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{H}_{\sigma, m}^{2, \omega}:=\sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-} R_{\sigma, m}^{q+1,2 k+1}+\kappa_{\sigma}^{q} \omega^{2 \nu_{\sigma}} \sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k+} R_{\sigma, m}^{q+1,2 k+1},  \tag{3.3}\\
& \mathbb{E}_{\sigma, m}^{2, \omega}:=\frac{\mathrm{i}}{\omega} \operatorname{div} \mathbb{H}_{\sigma, m}^{2, \omega}=\sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-1}-D_{\sigma, m}^{q, 2 k}+\kappa_{\sigma}^{q} \omega^{2 \nu_{\sigma}} \sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k-1+} D_{\sigma, m}^{q, 2 k}, \tag{3.4}
\end{align*}
$$

where $\kappa_{\sigma}^{q}:=2 \mathrm{i} \nu_{\sigma} 4^{-\nu_{\sigma}} \frac{\Gamma\left(1-\nu_{\sigma}\right)}{\Gamma\left(1+\nu_{\sigma}\right)}(-1)^{\nu_{\sigma}+1 / 2+\delta_{q, 0}+\delta_{q, N}}$ and $\Gamma$ denotes the gamma-function.
These series of $q$ - resp. $(q+1)$-forms converge uniformly on compact subsets of $\mathbb{R}^{N} \backslash\{0\}$ and there they define $\mathrm{C}^{\infty}$-forms. Moreover, they solve

$$
(M+\mathrm{i} \omega)(E, H)=(0,0) \quad \text { and } \quad\left(\Delta+\omega^{2}\right)(E, H)=(0,0)
$$

in $\mathbb{R}^{N} \backslash\{0\}$ since clearly (div $E$, $\left.\operatorname{rot} H\right)=(0,0)$. For real frequencies $\omega \neq 0$ they fulfill Sommerfeld's (componentwise for Helmholtz' equation) and Maxwell's radiation condition and for nonreal frequen$\operatorname{cies} \omega \in \mathbb{C}_{+} \backslash \mathbb{R}$ they decay exponentially at infinity. Moreover, $\left(\mathbb{E}_{\sigma, m}^{n, \omega}, \mathbb{H}_{\sigma, m}^{n, \omega}\right), n=1,2$, belong to the Sobolev spaces $\mathbf{H}_{<-1 / 2}^{k, q, q+1}(A(1))$ for any $k \in \mathbb{N}_{0}$ as well as

$$
\begin{align*}
& \mathbb{E}_{\sigma, m}^{1, \omega}=\frac{\omega^{\nu_{\sigma}}}{\beta_{\sigma}} r^{1-N / 2} H_{\nu_{\sigma}}^{1}(\omega r) \check{\tau} T_{\sigma, m}^{q}, \\
& \mathbb{H}_{\sigma, m}^{1, \omega}=\frac{\omega^{\nu_{\sigma}-1}}{\beta_{\sigma}} r^{-N / 2}\left(-\omega_{\sigma}^{q} H_{\nu_{\sigma}}^{1}(\omega r) \check{\tau} S_{\sigma, m}^{q+1}\right.  \tag{3.5}\\
&\left.+\mathrm{i}\left(\left(\frac{N}{2}-(q+1)^{\prime}\right) H_{\nu_{\sigma}}^{1}(\omega r)+\omega r\left(H_{\nu_{\sigma}}^{1}\right)^{\prime}(\omega r)\right) \check{\rho} T_{\sigma, m}^{q}\right)
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{E}_{\sigma, m}^{2, \omega}=\frac{\omega^{\nu_{\sigma}-1}}{\beta_{\sigma}} r^{-N / 2}\left(\omega_{\sigma}^{q-1} H_{\nu_{\sigma}}^{1}(\omega r) \check{\rho} T_{\sigma, m}^{q-1}\right. \\
&\left.\quad+\mathrm{i}\left(\left(\frac{N}{2}-q\right) H_{\nu_{\sigma}}^{1}(\omega r)+\omega r\left(H_{\nu_{\sigma}}^{1}\right)^{\prime}(\omega r)\right) \check{\tau} S_{\sigma, m}^{q}\right),  \tag{3.6}\\
& \mathbb{H}_{\sigma, m}^{2, \omega}=\frac{\omega^{\nu_{\sigma}}}{\beta_{\sigma}} r^{1-N / 2} H_{\nu_{\sigma}}^{1}(\omega r) \check{\rho} S_{\sigma, m}^{q}
\end{align*}
$$

hold, where $H_{\nu_{\sigma}}^{1}$ denotes Hankel's first function and $\beta_{\sigma}:=\frac{\mathrm{i}}{\Gamma\left(1-\nu_{\sigma}\right)}(-1)^{\nu_{\sigma}+1 / 2}$. For details and proofs we refer to [23], Section 5.5. Compare also with [45], Eq. (84) and [48], Section 4.

Now let us turn to the calculation of the asymptotics of $\mathcal{L}_{\omega} e_{\sigma, m}^{-, 2}$.

$$
\eta\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right) \in \stackrel{\circ}{\mathbf{H}}_{<-1 / 2}^{\infty, q, q+1}(\Omega)
$$

(using an obvious notation) fulfills the radiation condition and solves

$$
(M+\mathrm{i} \omega \Lambda) \eta\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)=(M+\mathrm{i} \omega) \eta\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)=C_{M, \eta}\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)
$$

Hence

$$
\begin{equation*}
\mathcal{L}_{\omega} C_{M, \eta}\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)=\eta\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right) \tag{3.7}
\end{equation*}
$$

Since $C_{M, \eta}$ has compactly supported coefficients

$$
\mathcal{L}_{\omega}(M+\mathrm{i} \omega \Lambda) C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)=C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)
$$

holds and therefore

$$
\begin{equation*}
\mathcal{L}_{\omega} M C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)=\left(\operatorname{Id}-\mathrm{i} \omega \mathcal{L}_{\omega}\right) C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right) \tag{3.8}
\end{equation*}
$$

With (2.9) we compute

$$
\begin{aligned}
\mathcal{L}_{\omega} e_{\sigma, m}^{-, 2}= & \mathcal{L}_{\omega} M C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)+\mathcal{L}_{\omega} C_{M, \eta}\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right) \\
\stackrel{(3.8)}{=} & C_{M, \eta}\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)+\mathcal{L}_{\omega} C_{M, \eta}\left(\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right)-\mathrm{i} \omega\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)\right) \\
\stackrel{(2.8),(3.7)}{=} & e_{\sigma, m}^{-, 1}-\eta\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right)-\mathrm{i} \omega \eta\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right) \\
& \quad+\mathrm{i} \omega \mathcal{L}_{\omega} C_{M, \eta}\left(\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)-\frac{\mathrm{i}}{\omega}\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right)-\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)\right) \\
= & e_{\sigma, m}^{-, 1}-\mathrm{i} \omega \eta\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right) \\
& \quad+\mathrm{i} \omega\left(\mathcal{L}_{\omega} C_{M, \eta}-\eta\right)\left(\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)-\frac{\mathrm{i}}{\omega}\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right)-\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)\right) .
\end{aligned}
$$

According to Lemma 2.17 we may write

$$
e_{\sigma, m}^{-,, 1}=\mathcal{L}_{0} e_{\sigma, m}^{-, 2}, \quad \eta\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)=e_{\sigma, m}^{-, 0}=\mathcal{L}_{0} \mathcal{L} e_{\sigma, m}^{-, 2}
$$

and obtain

$$
\mathcal{L}_{\omega, 1} e_{\sigma, m}^{-,, 2}=\mathrm{i} \omega\left(\mathcal{L}_{\omega} C_{M, \eta}-\eta\right)\left(\left(\mathbb{E}_{\sigma, m}^{1, \omega}, \mathbb{H}_{\sigma, m}^{1, \omega}\right)-\frac{\mathrm{i}}{\omega}\left(0,{ }^{-} R_{\sigma, m}^{q+1,0}\right)-\left({ }^{-} D_{\sigma, m}^{q, 1}, 0\right)\right) .
$$

Now inserting the expansions (3.1) and (3.2) in each case the first term of the ( - -series of $\mathbb{E}_{\sigma, m}^{1, \omega}$ resp. $\mathbb{H}_{\sigma, m}^{1, \omega}$ is killed and we achieve

$$
\begin{align*}
\mathcal{L}_{\omega, 1} e_{\sigma, m}^{-, 2}=\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right) & \left(\sum_{k=1}^{\infty}(-\mathrm{i} \omega)^{2 k}(M-\mathrm{i} \omega)\left(^{-} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right. \\
& \left.+\kappa_{\sigma} \omega^{N+2 \sigma} \sum_{k=0}^{\infty}(-\mathrm{i} \omega)^{2 k}(M-\mathrm{i} \omega)\left({ }^{+} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right) \tag{3.9}
\end{align*}
$$

with $\kappa_{\sigma}:=\kappa_{\sigma}^{q+1}=2 \mathrm{i} \nu_{\sigma} 4^{-\nu_{\sigma}} \frac{\Gamma\left(1-\nu_{\sigma}\right)}{\Gamma\left(1+\nu_{\sigma}\right)}(-1)^{\nu_{\sigma}+1 / 2}$.
Since the series converge locally uniformly with respect to $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ in $\mathbb{R}^{N} \backslash\{0\}$, they converge in particular in $\mathrm{L}_{\text {loc }}^{2, q, q+1}(\bar{\Omega})$. Consequently, the series $C_{M, \eta} \sum \cdots$ converge in $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ for all $s \in \mathbb{R}$ because of the compact support of $C_{M, \eta}$. Therefore, the continuity of $\mathcal{L}_{\omega}$ yields the convergence of the series $\mathcal{L}_{\omega} C_{M, \eta} \sum \cdots=\sum \mathcal{L}_{\omega} C_{M, \eta} \cdots$ in $\mathrm{L}_{<-1 / 2}^{2, q, q+1}(\Omega)$.

Let $\Omega_{\mathrm{b}}$ denote a bounded subdomain of $\Omega$ with supp $\nabla \eta \subset \Omega_{\mathrm{b}}$. We look at

$$
(f, g):=C_{M, \eta}(M-\mathrm{i} \omega)\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=\left(C_{\mathrm{div}, \eta}{ }^{ \pm} R_{\sigma, m}^{q+1,2 k},-\mathrm{i} \omega C_{\mathrm{rot}, \eta}{ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}\right) .
$$

By [25], Remark 2.4, we get

$$
\operatorname{div} f=-\operatorname{div} \eta^{ \pm} D_{\sigma, m}^{q, 2 k-1}=0, \quad \operatorname{rot} g=\mathrm{i} \omega \operatorname{rot} \eta^{ \pm} R_{\sigma, m}^{q+1,2 k}=\mathrm{i} \omega C_{\mathrm{rot}, \eta}{ }^{ \pm} R_{\sigma, m}^{q+1,2 k}
$$

and moreover $(f, g)$ is perpendicular to $\stackrel{\circ}{\mathrm{B}}^{q}(\Omega) \times \mathrm{B}^{q+1}(\Omega)$ because $\operatorname{supp}(f, g) \subset \operatorname{supp} \nabla \eta$. Furthermore, every $\|\cdot\|_{L_{s}^{2, q, q+1}(\Omega)}$-norm is equivalent to the $\|\cdot\|_{L^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)$-norm for $(f, g)$. [25], Remark 2.2(v) and [24], Lemma 5.2(iii), yield (with generic constants $c>0$ )

$$
\left.\begin{array}{rl}
\left\|\mathcal{L}_{\omega}(f, g)\right\|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)} & \leqslant c\left(\|(f, g)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}+\left\|C_{\mathrm{rot}, \eta}{ }^{ \pm} R_{\sigma, m}^{q+1,2 k}\right\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}\right) \\
& \leqslant c\left(\left\|^{ \pm} D_{\sigma, m}^{q, 2 k+1}\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)\right. \\
+\left\|^{ \pm} R_{\sigma, m}^{q+1,2 k}\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)
\end{array}\right) \leqslant c
$$

and thus also

$$
\left\|\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right)(M-\mathrm{i} \omega)\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right), ~ \leqslant c
$$

all uniformly with respect to $k$ and $\sigma, m$ as well as $\omega$ (see [25], Remark 2.2(v)). For $K>\mathbf{J}$ we obtain by (3.9)

$$
\begin{aligned}
& \| \mathcal{L}_{\omega, 1} e_{\sigma, m}^{-, 2}-\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right)\left(\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k}(M-\mathrm{i} \omega)\left({ }^{-} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right. \\
& \left.\quad+\kappa_{\sigma} \omega^{N+2 \sigma} \sum_{k=0}^{K-1}(-\mathrm{i} \omega)^{2 k}(M-\mathrm{i} \omega)\left(^{+} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right) \|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)} \leqslant c \sum_{k=K}^{\infty}|\omega|^{2 k} \leqslant c|\omega|^{2 K} .
\end{aligned}
$$

Once again let us introduce a new short notation:

$$
u \stackrel{\ell}{\sim} v: \quad \Longleftrightarrow \quad\|u-v\|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)} \leqslant c|\omega|^{\ell} \quad \text { uniformly w.r.t. } \omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}
$$

Using this new notation we have shown so far

$$
\begin{align*}
\mathcal{L}_{\omega, 1} e_{\sigma, m}^{-, 2} \stackrel{2 K}{\sim} & \sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k}\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right)(M-\mathrm{i} \omega)\left({ }^{-} D_{\sigma, m}^{q, 2 k+1}, 0\right) \\
& +\kappa_{\sigma} \omega^{N+2 \sigma} \sum_{k=0}^{K-1}(-\mathrm{i} \omega)^{2 k}\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right)(M-\mathrm{i} \omega)\left({ }^{+} D_{\sigma, m}^{q, 2 k+1}, 0\right) \tag{3.10}
\end{align*}
$$

and the only unknown $\omega$-behavior is hidden in the terms

$$
\mathcal{L}_{\omega} C_{M, \eta}(M-\mathrm{i} \omega)\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)
$$

Using $C_{M^{2}, \eta}=M C_{M, \eta}+C_{M, \eta} M$ and [25], Remark 2.4, we compute

$$
\begin{aligned}
\mathcal{L}_{\omega} C_{M, \eta}(M-\mathrm{i} \omega)\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) & =\mathcal{L}_{\omega} C_{M^{2}, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)-\mathcal{L}_{\omega}(M+\mathrm{i} \omega) C_{M, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \\
& =\mathcal{L}_{\omega} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)-\mathcal{L}_{\omega}(M+\mathrm{i} \omega \Lambda) C_{M, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \\
& =\mathcal{L}_{\omega} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)-C_{M, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)
\end{aligned}
$$

and then for $k \in \mathbb{N}_{0}$

$$
\begin{equation*}
\left(\eta-\mathcal{L}_{\omega} C_{M, \eta}\right)(M-\mathrm{i} \omega)\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=-\mathcal{L}_{\omega} C\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)+(M-\mathrm{i} \omega) \eta\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \tag{3.11}
\end{equation*}
$$

If $k \geqslant 1$ we have

$$
\begin{aligned}
M^{2} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) & =C_{M^{2}, \eta}\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)+\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k-1}, 0\right) \\
& =C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)+\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k-1}, 0\right) \in \operatorname{Reg}_{\mathrm{loc}}^{q, 0}(\Omega)
\end{aligned}
$$

We note once more

$$
\begin{equation*}
\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \in \operatorname{Reg}_{\operatorname{loc}}^{q, 0}(\Omega) \tag{3.12}
\end{equation*}
$$

by [25], Remark 2.4. Thus according to [25], Theorem 5.10, $\mathcal{L}^{2}$ may be applied to $M^{2} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)$ and we obtain

$$
\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=\mathcal{L}^{2}\left(C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)+\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k-1}, 0\right)\right) .
$$

By (3.12) $\mathcal{L}$ and $\mathcal{L}^{2}$ are even well defined on $\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k-1}, 0\right)$, such that

$$
\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=\mathcal{L}^{2} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)+\mathcal{L}^{2} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k-1}, 0\right)
$$

holds. A short induction shows

$$
\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=\sum_{\ell=1}^{k} \mathcal{L}^{2 \ell} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+3-2 \ell}, 0\right)+\mathcal{L}^{2 k} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 1}, 0\right),
$$

and hence using $\Lambda^{-1}=\operatorname{Id}$ on supp $\eta$

$$
\begin{aligned}
& \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 22+1}, 0\right)=\sum_{\ell=1}^{k} \mathcal{L}_{0} \mathcal{L}^{2 \ell-1} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+3-2 \ell}, 0\right)+\mathcal{L}_{0} \mathcal{L}^{2 k-1} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 1}, 0\right), \\
& M \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)=\sum_{\ell=1}^{k} \mathcal{L}_{0} \mathcal{L}^{2 \ell-2} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+3-2 \ell}, 0\right)+\mathcal{L}_{0} \mathcal{L}^{2 k-2} \eta\left({ }^{ \pm} D_{\sigma, m}^{q, 1}, 0\right)
\end{aligned}
$$

We remind of $\eta\left({ }^{ \pm} D_{\sigma, m}^{q, 1}, 0\right)=e_{\sigma, m}^{ \pm, 0}$ and $C\left({ }^{ \pm} D_{\sigma, m}^{q, 1}, 0\right)=e_{\sigma, m}^{ \pm, 2}$. Putting all together yields for $k \geqslant 1$

$$
\begin{align*}
& (M-\mathrm{i} \omega) \eta\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \\
& \quad=\left(\mathcal{L}_{0} \mathcal{L}^{2 k-2}-\mathrm{i} \omega \mathcal{L}_{0} \mathcal{L}^{2 k-1}\right) e_{\sigma, m}^{ \pm, 0}+\sum_{\ell=1}^{k}\left(\mathcal{L}_{0} \mathcal{L}^{2 \ell-2}-\mathrm{i} \omega \mathcal{L}_{0} \mathcal{L}^{2 \ell-1}\right) C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+3-2 \ell}, 0\right) \tag{3.13}
\end{align*}
$$

Inserting this formula into (3.11) and all this together into (3.10) we obtain

$$
\begin{equation*}
\mathcal{L}_{\omega, 1} e_{\sigma, m}^{-, 2} \stackrel{2 K}{\sim} \mathrm{~S}^{-}+\kappa_{\sigma} \omega^{N+2 \sigma} \mathrm{~S}^{+}+\kappa_{\sigma} \omega^{N+2 \sigma}\left(-\mathcal{L}_{\omega} e_{\sigma, m}^{ \pm, 2}+(M-\mathrm{i} \omega) e_{\sigma, m}^{ \pm, 0}\right), \tag{3.14}
\end{equation*}
$$

where $S^{ \pm}:=-S_{\text {I }}^{ \pm}+S_{\text {II }}^{ \pm}+S_{\text {III }}^{ \pm}$and

$$
\begin{aligned}
& \mathrm{S}_{\mathrm{I}}^{ \pm}:=\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k} \mathcal{L}_{\omega} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right), \\
& \mathrm{S}_{\text {II }}^{ \pm}:=\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k}\left(\mathcal{L}_{0} \mathcal{L}^{2 k-2}-\mathrm{i} \omega \mathcal{L}_{0} \mathcal{L}^{2 k-1}\right) e_{\sigma, m}^{ \pm, 0},
\end{aligned}
$$

$$
\mathrm{S}_{\text {III }}^{ \pm}:=\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k} \sum_{\ell=1}^{k}\left(\mathcal{L}_{0} \mathcal{L}^{2 \ell-2}-\mathrm{i} \omega \mathcal{L}_{0} \mathcal{L}^{2 \ell-1}\right) C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+3-2 \ell}, 0\right)
$$

Obviously

$$
\begin{equation*}
\mathrm{S}_{\text {II }}^{ \pm}=\sum_{k=2}^{2 K-1}(-\mathrm{i} \omega)^{k} \mathcal{L}_{0} \mathcal{L}^{k-2} e_{\sigma, m}^{ \pm, 0} \tag{3.15}
\end{equation*}
$$

In the double sums $\mathrm{S}_{\text {III }}^{ \pm}$we substitute $\ell$ by $j(\ell):=k-\ell+1$, interchange the sums and again substitute $k$ by $i(k):=k-j$. Then we denote the pair $(j, i)$ again by $(k, \ell)$. We get

$$
\mathrm{S}_{\text {III }}^{ \pm}=\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k} \sum_{\ell=0}^{2 K-2 k-1}(-\mathrm{i} \omega)^{\ell} \mathcal{L}_{0} \mathcal{L}^{\ell} C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)
$$

and thus

$$
\mathrm{S}_{\mathrm{I}}^{ \pm}-\mathrm{S}_{\mathrm{III}}^{ \pm}=\sum_{k=1}^{K-1}(-\mathrm{i} \omega)^{2 k} \mathcal{L}_{\omega, 2 K-2 k-1} C\left(\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right.
$$

We have $C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$ and also for all $k \geqslant 1$ and all $j \leqslant 2 K$ as well as for all values $\tilde{s} \in(2 K-N / 2, \infty) \backslash \mathbb{I}$ according to Lemma 2.15

$$
C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \in \operatorname{Reg}_{s}^{q, j}(\Omega)
$$

because for all $(\ell, \gamma, n)$ with $\ell \leqslant 2 K$ we may compute

$$
\left\langle C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right), E_{\gamma, n}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle C\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right), H_{\gamma, n}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0
$$

using Lemma 2.9, the expansions from Corollary 2.8 and observing $2 k+1 \geqslant 3$. In particular for $1 \leqslant k \leqslant K-1$

$$
C\left({ }^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right) \in \operatorname{Reg}_{\tilde{s}}^{q, 2 K-2 k}(\Omega)
$$

holds. Therefore Theorem 2.3(i) yields uniformly with respect to $\omega$ (and $k, \sigma, m$ by [25], Remark 2.2(v))

$$
\left\|\mathcal{L}_{\omega, 2 K-2 k-1} C\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right\|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)} \leqslant c|\omega|^{2 K-2 k}\left\|C\left(^{ \pm} D_{\sigma, m}^{q, 2 k+1}, 0\right)\right\|_{\mathrm{L}_{\bar{s}}^{2, q, q+1}(\Omega)} \leqslant c|\omega|^{2 K-2 k}
$$

and we obtain

$$
\mathrm{S}_{\mathrm{I}}^{ \pm}-\mathrm{S}_{\mathrm{III}}^{ \pm} \stackrel{2 K}{\sim}(0,0) .
$$

Since $e_{\sigma, m}^{-, 0}=\mathcal{L}^{2} e_{\sigma, m}^{-, 2}$ by Lemma 2.17 we see from (3.15)

$$
\mathrm{S}_{\mathrm{II}}^{-}=\sum_{k=2}^{2 K-1}(-\mathrm{i} \omega)^{k} \mathcal{L}_{0} \mathcal{L}^{k} e_{\sigma, m}^{-, 2}
$$

and inserting all in (3.14) (using (3.15) again ) we arrive at

$$
\begin{aligned}
\mathcal{L}_{\omega, 2 K-1} e_{\sigma, m}^{-, 2} & =\mathcal{L}_{\omega, 1} e_{\sigma, m}^{-, 2}-\mathrm{S}_{\mathrm{II}}^{-} \\
& \stackrel{2 K}{\sim} \kappa_{\sigma} \omega^{N+2 \sigma}\left(\left(\sum_{k=2}^{2 K-1}(-\mathrm{i} \omega)^{k} \mathcal{L}_{0} \mathcal{L}^{k-2}+(M-\mathrm{i} \omega)\right) e_{\sigma, m}^{+, 0}-\mathcal{L}_{\omega} e_{\sigma, m}^{+, 2}\right) .
\end{aligned}
$$

For each $\mathbb{N} \ni j \leqslant \mathbf{J}+1$ choosing some $K \in \mathbb{N}_{0}$ with $2 K \geqslant j$ we finally obtain

$$
\begin{equation*}
\mathcal{L}_{\omega, j-1} e_{\sigma, m}^{-, 2} \stackrel{j}{\sim} \kappa_{\sigma} \omega^{N+2 \sigma}\left(\left(\sum_{k=2}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{k} \mathcal{L}_{0} \mathcal{L}^{k-2}+(M-\mathrm{i} \omega)\right) e_{\sigma, m}^{+, 0}-\mathcal{L}_{\omega} e_{\sigma, m}^{+, 2}\right) \tag{3.16}
\end{equation*}
$$

It remains to identify the terms. The equation

$$
e_{\sigma, m}^{+, 1}=M \eta\left({ }^{+} D_{\sigma, m}^{q, 1}, 0\right)=C_{M, \eta}\left({ }^{+} D_{\sigma, m}^{q, 1}, 0\right)+\eta\left(0,{ }^{+} R_{\sigma, m}^{q+1,0}\right),
$$

(3.12) and [25], Theorem 5.10, show

$$
\begin{equation*}
\mathcal{L}_{0} e_{\sigma, m}^{+, 1}=e_{\sigma, m}^{+, 0} . \tag{3.17}
\end{equation*}
$$

Using (3.17) in (3.16) we get

$$
\begin{equation*}
\mathcal{L}_{\omega, j-1} e_{\sigma, m}^{-, 2} \stackrel{j}{\sim} \kappa_{\sigma} \omega^{N+2 \sigma}\left(\sum_{k=0}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{k} \Lambda^{-1} \mathcal{L}^{k} e_{\sigma, m}^{+, 1}-\mathcal{L}_{\omega} e_{\sigma, m}^{+, 2}\right) . \tag{3.18}
\end{equation*}
$$

Since $e_{\sigma, m}^{+, 2} \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega)$ we may look at

$$
(0, h):=e_{\sigma, m}^{+, 1}-\mathcal{L}_{0} e_{\sigma, m}^{+, 2}
$$

utilizing [25], Corollary 5.12. With $M(0, h)=(0,0)$ and $\operatorname{rot} \mu h=0$ we have

$$
\mu h \in{ }_{\mu^{-1}} \mathcal{H}_{<-N / 2-\sigma}^{q+1}(\Omega) \cap \mathrm{B}^{q+1}(\Omega)^{\perp}, \quad h-{ }^{+} R_{\sigma, m}^{q+1,0} \in \mathrm{~L}_{>-N / 2}^{2, q+1}(\Omega) .
$$

Hence $H_{\sigma, m}^{+}=h$ by Lemma 2.4. Finally (3.18) turns to

$$
\begin{align*}
& \mathcal{L}_{\omega, j-1} e_{\sigma, m}^{-, 2} \stackrel{j}{\sim} \\
& \kappa_{\sigma} \omega^{N+2 \sigma}\left(\sum_{k=0}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{k} \Lambda^{-1} H_{\sigma, m}^{+, k}-\mathcal{L}_{\omega, j-N-2 \sigma-1} e_{\sigma, m}^{+, 2}\right)  \tag{3.19}\\
&=: \kappa_{\sigma} \omega^{N+2 \sigma} \mathcal{A}_{\omega, \sigma, m}^{j-N-2 \sigma-1} .
\end{align*}
$$

Similar calculations using the forms $\left(\mathbb{E}_{\sigma, m}^{2, \omega}, \mathbb{H}_{\sigma, m}^{2, \omega}\right)$ from (3.4), (3.3) and looking at $\left(0,{ }^{ \pm} R_{\sigma, m}^{q+1,2 k+1}\right)$ yield a corresponding estimate for $\mathcal{L}_{\omega} h_{\sigma, m}^{-, 2}$, i.e.

$$
\left.\begin{array}{rl}
\mathcal{L}_{\omega, j-1} h_{\sigma, m}^{-, 2} & \stackrel{j}{\sim}
\end{array} \kappa_{\sigma} \omega^{N+2 \sigma}\left(\sum_{k=0}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{k} \Lambda^{-1} E_{\sigma, m}^{+, k}-\mathcal{L}_{\omega, j-N-2 \sigma-1} h_{\sigma, m}^{+, 2}\right)\right)
$$

Lemma 3.2. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s \in(\mathbf{J}+1 / 2, \mathbf{J}+N / 2) \backslash \mathbb{I}$. Then for all bounded subdomains $\Omega_{\mathrm{b}}$ of $\Omega$

$$
\begin{aligned}
& \| \mathcal{L}_{\omega, \mathbf{J}-1}(F, G)-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\mathbf{J}-1-N}^{q}}(-\mathrm{i} \omega)^{N+k} \kappa_{k, \sigma}\left\langle(F, G), E_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \mathcal{B}_{\omega, \sigma, m}^{\mathbf{J}-1-N-k} \\
& \quad-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\mathbf{J}-1-N}^{q+1}}(-\mathrm{i} \omega)^{N+k} \kappa_{k, \sigma}\left\langle(F, G), H_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \\
& =\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}^{\mathbf{J}-1-N-k} \|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)}
\end{aligned}
$$

holds uniformly with respect to $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$. Here $\kappa_{k, \sigma}:=\mathrm{i}^{2 k-2 \sigma+N} \kappa_{\sigma}$ and $\tilde{\Theta}_{j}^{q}:=\left\{(k, \sigma, m) \in \mathbb{N}_{0}^{3}: 2 \sigma \leqslant k \leqslant j \wedge 1 \leqslant m \leqslant \mu_{\sigma}^{q}\right\}$. In particular for $j \leqslant \min \{\mathbf{J}, N\}$

$$
\left\|\mathcal{L}_{\omega, j-1}(F, G)\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)=\mathcal{O}\left(|\omega|^{j}\right) \cdot\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

Proof. We insert the asymptotics of (3.19), (3.20) in the estimates of Lemma 3.1 with $j:=\mathbf{J}-k$. The sums range over $\Theta_{s}^{q, \mathbf{J}}$ and $\Theta_{s}^{q+1, \mathbf{J}}$. In particular for $(k, \sigma, m) \in \Theta_{s}^{q, \mathbf{J}}$ we get

$$
0 \leqslant k \leqslant \mathbf{J}-1, \quad 0 \leqslant \sigma<s-\frac{N}{2}-k-1, \quad 1 \leqslant m \leqslant \mu_{\sigma}^{q}
$$

Additionally we have the condition $k+2 \sigma+N \leqslant \mathbf{J}-1$ since higher-order terms may be swallowed by the $\mathcal{O}$-term. Because $\mathbf{J}+1 / 2<s<\mathbf{J}+N / 2$ we only sum over

$$
\begin{aligned}
& 0 \leqslant k \leqslant \mathbf{J}-1-N \\
& 0 \leqslant \sigma \leqslant \min \left\{s-\frac{N}{2}-k-1, \frac{\mathbf{J}-1-N-k}{2}\right\}=\frac{\mathbf{J}-1-N-k}{2} \\
& 1 \leqslant m \leqslant \mu_{\sigma}^{q}
\end{aligned}
$$

We interchange the sums over $k$ and $\sigma$, set $\ell(k):=k+2 \sigma$, interchange $\sigma$ and $\ell$ and finally denote $\ell$ again by $k$. This proves the first assertion. Once more recalling

$$
\begin{equation*}
e_{\sigma, m}^{+, 2}, h_{\sigma, m}^{+, 2} \in \operatorname{Reg}_{\mathrm{vox}}^{q, 0}(\Omega) \tag{3.21}
\end{equation*}
$$

we apply [24], Lemma 5.2(iv) and get

$$
\mathcal{L}_{\omega} e_{\sigma, m}^{+, 2}, \mathcal{L}_{\omega} h_{\sigma, m}^{+, 2} \stackrel{0}{\sim}(0,0)
$$

Thus $\mathcal{A}_{\omega, \sigma, m}^{\ell}, \mathcal{B}_{\omega, \sigma, m}^{\ell} \stackrel{0}{\sim}(0,0)$, which yields the second assertion.
In the following we often use without further reference an uniqueness result for asymptotic expansions.

Lemma 3.3. Let $\tilde{L}, L \in \mathbb{N}_{0}$ and $x_{-\tilde{L}}, \ldots, x_{L}$ be elements of some normed space $X$. Moreover, let

$$
\left\|\sum_{\ell=-\tilde{L}}^{L} \omega^{\ell} x_{\ell}\right\|_{X}=\mathrm{o}\left(|\omega|^{L}\right)
$$

hold uniformly with respect to $\mathbb{C}_{+} \backslash\{0\} \ni \omega \rightarrow 0$. Then all $x_{\ell}$ vanish.
According to (3.19), (3.20) we have

$$
\mathcal{A}_{\omega, \sigma, m}^{k}=\mathbb{X}_{\sigma, m}^{k}(\omega)-\mathcal{L}_{\omega, k} e_{\sigma, m}^{+, 2}, \quad \mathcal{B}_{\omega, \sigma, m}^{k}=\mathbb{Y}_{\sigma, m}^{k}(\omega)-\mathcal{L}_{\omega, k} h_{\sigma, m}^{+, 2}
$$

with polynomials

$$
\begin{equation*}
\mathbb{X}_{\sigma, m}^{k}(\omega):=\sum_{\ell=0}^{k}(-\mathrm{i} \omega)^{\ell} \Lambda^{-1} H_{\sigma, m}^{+, \ell}, \quad \mathbb{Y}_{\sigma, m}^{k}(\omega):=\sum_{\ell=0}^{k}(-\mathrm{i} \omega)^{\ell} \Lambda^{-1} E_{\sigma, m}^{+, \ell} \tag{3.22}
\end{equation*}
$$

of degree $k$ in $\omega$. By (3.21) we may apply Lemma 3.2 with $\mathbf{J}:=j$ to

$$
(F, G):=e_{\gamma, n}^{+, 2}, h_{\gamma, \nu}^{+, 2}
$$

which yields the asymptotics

$$
\begin{align*}
\mathcal{L}_{\omega, j-1} e_{\gamma, n}^{+, 2} \stackrel{j}{\sim} & (-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-1-N}^{q}}(-\mathrm{i} \omega)^{k} \beta_{e, \gamma, n}^{k, \sigma, m}\left(\mathbb{Y}_{\sigma, m}^{j-1-N-k}(\omega)-\mathcal{L}_{\omega, j-1-N-k} h_{\sigma, m}^{+, 2}\right) \\
& +(-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-1-N}^{q+1}}(-\mathrm{i} \omega)^{k} \alpha_{e, \gamma, n}^{k, \sigma, m}\left(\mathbb{X}_{\sigma, m}^{j-1-N-k}(\omega)-\mathcal{L}_{\omega, j-1-N-k} e_{\sigma, m}^{+, 2}\right) \tag{3.23}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{L}_{\omega, j-1} h_{\gamma, \nu}^{+, 2} \stackrel{j}{\sim} & (-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-1-N}^{q}}(-\mathrm{i} \omega)^{k} \beta_{h, \gamma, \nu}^{k, \sigma, m}\left(\mathbb{Y}_{\sigma, m}^{j-1-N-k}(\omega)-\mathcal{L}_{\omega, j-1-N-k} h_{\sigma, m}^{+, 2}\right) \\
& +(-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-1-N}^{q+1}}(-\mathrm{i} \omega)^{k} \alpha_{h, \gamma, \nu}^{k, \sigma, m}\left(\mathbb{X}_{\sigma, m}^{j-1-N-k}(\omega)-\mathcal{L}_{\omega, j-1-N-k} e_{\sigma, m}^{+, 2}\right), \tag{3.24}
\end{align*}
$$

where

$$
\begin{align*}
\beta_{e, \gamma, n}^{k, \sigma, m} & :=\kappa_{k, \sigma}\left\langle e_{\gamma, n}^{+, 2}, E_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)  \tag{3.25}\\
\alpha_{e, \gamma, n}^{k, \sigma, m} & :=\kappa_{k, \sigma}\left\langle e_{\gamma, n}^{+, 2}, H_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)  \tag{3.26}\\
\beta_{h, \gamma, \nu}^{k, \sigma, m} & :=\kappa_{k, \sigma}\left\langle h_{\gamma, \nu}^{+, 2}, E_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)  \tag{3.27}\\
\alpha_{h, \gamma, \nu}^{k, \sigma, m} & :=\kappa_{k, \sigma}\left\langle h_{\gamma, \nu}^{+, 2}, H_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \tag{3.28}
\end{align*}
$$

Thus there exist polynomials $\tilde{\mathbb{X}}_{\gamma, n}^{\ell}(\omega)$ and $\tilde{\mathbb{Y}}_{\gamma, \nu}^{\ell}(\omega)$ of degree $\ell$ in $\omega$, such that

$$
\mathcal{L}_{\omega, j-1} e_{\gamma, n}^{+, 2} \stackrel{j}{\sim} \tilde{\mathbb{X}}_{\gamma, n}^{j-1}(\omega), \quad \mathcal{L}_{\omega, j-1} h_{\gamma, \nu}^{+, 2} \stackrel{j}{\sim} \tilde{\mathbb{Y}}_{\gamma, \nu}^{j-1}(\omega)
$$

hold. Since

$$
\mathcal{L}_{\omega, j} e_{\gamma, n}^{+, 2} \stackrel{j}{\sim} \mathcal{L}_{\omega, j-1} e_{\gamma, n}^{+, 2}, \quad \mathcal{L}_{\omega, j} h_{\gamma, \nu}^{+, 2} \stackrel{j}{\sim} \mathcal{L}_{\omega, j-1} h_{\gamma, \nu}^{+, 2}
$$

the coefficients of $\tilde{\mathbb{X}}_{\gamma, n}^{\ell}(\omega)$ and $\tilde{\mathbb{Y}}_{\gamma, \nu}^{\ell}(\omega)$ do not depend on $\ell$. Consequently there exist forms

$$
X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell} \in \mathrm{L}_{\mathrm{loc}}^{2, q, q+1}(\Omega)
$$

such that

$$
\begin{align*}
& \mathcal{A}_{\omega, \gamma, n}^{j-1} \stackrel{j}{\sim} \mathbb{X}_{\gamma, n}^{j-1}(\omega)-\tilde{\mathbb{X}}_{\gamma, n}^{j-1}(\omega)=: \sum_{\ell=0}^{j-1}(-\mathrm{i} \omega)^{\ell} X_{\gamma, n}^{\ell},  \tag{3.29}\\
& \mathcal{B}_{\omega, \gamma, \nu}^{j-1} \stackrel{j}{\sim} \mathbb{Y}_{\gamma, \nu}^{j-1}(\omega)-\tilde{\mathbb{Y}}_{\gamma, \nu}^{j-1}(\omega)=: \sum_{\ell=0}^{j-1}(-\mathrm{i} \omega)^{\ell} Y_{\gamma, \nu}^{\ell} . \tag{3.30}
\end{align*}
$$

We obtain immediately

$$
\begin{aligned}
& \mathcal{L}_{\omega, j-1} e_{\sigma, m}^{-, 2} \stackrel{j}{\sim} \kappa_{\sigma} \omega^{N+2 \sigma} \sum_{\ell=0}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{\ell} X_{\sigma, m}^{\ell}, \\
& \mathcal{L}_{\omega, j-1} h_{\sigma, m}^{-, 2} \stackrel{j}{\sim} \kappa_{\sigma} \omega^{N+2 \sigma} \sum_{\ell=0}^{j-N-2 \sigma-1}(-\mathrm{i} \omega)^{\ell} Y_{\sigma, m}^{\ell}
\end{aligned}
$$

and

$$
\mathcal{L}_{\omega, j-1} e_{\gamma, n}^{+, 2} \stackrel{j}{\sim} \widetilde{\mathbb{X}}_{\gamma, n}^{j-1}(\omega), \quad \mathcal{L}_{\omega, j-1} h_{\gamma, \nu}^{+, 2} \stackrel{j}{\sim} \tilde{\mathbb{Y}}_{\gamma, n}^{j-1}(\omega) .
$$

(3.23) and (3.24) yield for $1 \leqslant j \leqslant N$

$$
\begin{equation*}
\mathcal{L}_{\omega, j-1} e_{\gamma, n}^{+, 2}, \mathcal{L}_{\omega, j-1} h_{\gamma, \nu}^{+, 2} \stackrel{j}{\sim}(0,0) \tag{3.31}
\end{equation*}
$$

and therefore we get for $\ell=0, \ldots, N-1$

$$
\begin{equation*}
X_{\gamma, n}^{\ell}=\Lambda^{-1} H_{\gamma, n}^{+, \ell}, \quad Y_{\gamma, \nu}^{\ell}=\Lambda^{-1} E_{\gamma, \nu}^{+, \ell} \tag{3.32}
\end{equation*}
$$

The higher-order coefficients $X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell}$ may be computed recursively utilizing (3.23), (3.24). In particular we have for $j \geqslant N$

$$
\begin{align*}
\tilde{\mathbb{X}}_{\gamma, n}^{j}(\omega)= & (-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-N}^{q}}(-\mathrm{i} \omega)^{k} \beta_{e, \gamma, n}^{k, \sigma, m} \sum_{\ell=0}^{j-N-k}(-\mathrm{i} \omega)^{\ell} Y_{\sigma, m}^{\ell} \\
& +(-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-N}^{q+1}}(-\mathrm{i} \omega)^{k} \alpha_{e, \gamma, n}^{k, \sigma, m} \sum_{\ell=0}^{j-N-k}(-\mathrm{i} \omega)^{\ell} X_{\sigma, m}^{\ell},  \tag{3.33}\\
\tilde{\mathbb{Y}}_{\gamma, \nu}^{j}(\omega)= & (-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-N}^{q}}(-\mathrm{i} \omega)^{k} \beta_{h, \gamma, \nu}^{k, \sigma, m} \sum_{\ell=0}^{j-N-k}(-\mathrm{i} \omega)^{\ell} Y_{\sigma, m}^{\ell} \\
& +(-\mathrm{i} \omega)^{N} \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j-N}^{q+1}}(-\mathrm{i} \omega)^{k} \alpha_{h, \gamma, \nu}^{k, \sigma, m} \sum_{\ell=0}^{j-N-k}(-\mathrm{i} \omega)^{\ell} X_{\sigma, m}^{\ell} . \tag{3.34}
\end{align*}
$$

Using (3.22) and (3.29), (3.30) we get the following recursion for the forms $X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell}$ and $\ell \geqslant N$

$$
\begin{align*}
& X_{\gamma, n}^{\ell}=\Lambda^{-1} H_{\gamma, n}^{+, \ell}-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q}} \beta_{e, \gamma, n}^{k, \sigma, m} Y_{\sigma, m}^{\ell-N-k}-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q+1}} \alpha_{e, \gamma, n}^{k, \sigma, m} X_{\sigma, m}^{\ell-N-k},  \tag{3.35}\\
& Y_{\gamma, \nu}^{\ell}=\Lambda^{-1} E_{\gamma, \nu}^{+, \ell}-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q}} \beta_{h, \gamma, \nu}^{k, \sigma, m} Y_{\sigma, m}^{\ell-N-k}-\sum_{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q+1}} \alpha_{h, \gamma, \nu}^{k, \sigma, m} X_{\sigma, m}^{\ell-N-k} \tag{3.36}
\end{align*}
$$

Additionally we obtain

$$
\begin{aligned}
X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell} \in & \operatorname{Lin}\left\{\Lambda^{-1} H_{\gamma, n}^{+,}, \Lambda^{-1} E_{\gamma, \nu}^{+, \ell}\right\} \\
& +\operatorname{Lin}\left\{X_{\sigma, m}^{\ell-N-k}, Y_{\tilde{\sigma}, \tilde{m}}^{\ell-N-\tilde{k}}:(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q+1} \wedge(\tilde{k}, \tilde{\sigma}, \tilde{m}) \in \tilde{\Theta}_{\ell-N}^{q}\right\} \\
\subset & \operatorname{Lin}\left\{\Lambda^{-1} H_{\gamma, n}^{+,}, \Lambda^{-1} E_{\gamma, \nu}^{+, \ell}\right\}+\operatorname{Lin}\left\{X_{\sigma, m}^{k}, Y_{\sigma, \tilde{m}}^{k}: k+2 \sigma \leqslant \ell-N\right\}
\end{aligned}
$$

and a short induction shows

$$
\begin{equation*}
X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell} \in \operatorname{Lin}\left\{\Lambda^{-1} H_{\gamma, n}^{+, \ell}, \Lambda^{-1} E_{\gamma, \nu}^{+, \ell}\right\}+\operatorname{Lin}\left\{\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, \tilde{m}}^{+, k}: k+2 \sigma \leqslant \ell-N\right\} . \tag{3.37}
\end{equation*}
$$

Moreover, our coefficient forms satisfy

$$
\begin{equation*}
M X_{\gamma, n}^{0}=M Y_{\gamma, \nu}^{0}=(0,0) \tag{3.38}
\end{equation*}
$$

and for $\ell \leqslant N-1$

$$
\begin{equation*}
\Lambda^{-1} M X_{\gamma, n}^{\ell}=X_{\gamma, n}^{\ell-1}, \quad \Lambda^{-1} M Y_{\gamma, \nu}^{\ell}=Y_{\gamma, \nu}^{\ell-1} \tag{3.39}
\end{equation*}
$$

Once again by induction these equations hold true for all $\ell \geqslant N$.
We may formulate the main result of step one. For this let the coefficients $X_{\gamma, n}^{\ell}$ and $Y_{\gamma, \nu}^{\ell}$ be defined recursively by (3.32), (3.35), (3.36) and the following definition.

Definition 3.4. Let $\mathbf{J} \in \mathbb{N}_{0}, s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ and $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. For $j=0, \ldots, \mathbf{J}-1-N$ we define the 'correction operators'

$$
\begin{aligned}
& \hat{\Gamma}_{j}(F, G):= \sum_{(k, \sigma, m) \in \tilde{\Theta}_{j}^{q}} \kappa_{k, \sigma}\left\langle(F, G), E_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& Y_{\sigma, m}^{j-k} \\
&+\sum_{(k, \sigma, m) \in \tilde{\Theta}_{j}^{q+1}} \kappa_{k, \sigma}\left\langle(F, G), H_{\sigma, m}^{+, k-2 \sigma+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& X_{\sigma, m}^{j-k}
\end{aligned}
$$

Theorem 3.5. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$. Then for all bounded subdomains $\Omega_{\mathrm{b}} \subset \Omega$ the asymptotic

$$
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}(F, G)-(-\mathrm{i} \omega)^{N} \sum_{j=0}^{\mathbf{J}-1-N}(-\mathrm{i} \omega)^{j} \hat{\Gamma}_{j}(F, G)\right\|_{\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

holds uniformly with respect to $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$ and $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$.

## Remark 3.6.

(i) The coefficients $X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell}$ have to be computed only for $\ell, 2 \gamma \leqslant \mathbf{J}-1-N$ and $n=1, \ldots, \mu_{\gamma}^{q+1}$, $\nu=1, \ldots, \mu_{\gamma}^{q}$.
(ii) Because of (3.38), (3.39) the correction operators satisfy

$$
\Lambda^{-1} M \hat{\Gamma}_{j}=\hat{\Gamma}_{j-1}
$$

where $\hat{\Gamma}_{-1}:=0$.
(iii) By (3.37) we have

$$
\hat{\Gamma}_{j}(F, G) \in \operatorname{Cor}^{q, j}(\Omega):=\operatorname{Lin}\left\{\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, n}^{+, k}: k+2 \sigma \leqslant j\right\}
$$

Hence the correction operators

$$
\hat{\Gamma}_{j}: \mathrm{L}_{s}^{2, q, q+1}(\Omega) \longrightarrow \operatorname{Cor}^{q, j}(\Omega)
$$

are degenerated (and clearly continuous).
(iv) $\hat{\Gamma}_{j}(F, G)=(0,0)$ for $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$.

Remark 3.7. Utilizing the representations of $E_{\sigma, m}^{+, k}, H_{\sigma, m}^{+, k}$ from Corollary 2.8 and the orthogonality properties from Lemma 2.9 we may obtain a more detailed recursive definition of the coefficient forms $X_{\gamma, n}^{\ell}, Y_{\gamma, \nu}^{\ell}$. Namely looking at (3.25) and keeping in mind $k-2 \sigma \geqslant 0$ we see that $\beta_{e, \gamma, n}^{k, \sigma, m}$ vanishes for
odd $k-2 \sigma+1$, i.e. even $k$. However, for even $k-2 \sigma+1$, i.e. odd $k$, we get by Corollary 2.8 and Lemma 2.9

$$
\beta_{e, \gamma, n}^{k, \sigma, m}=-\kappa_{k, \sigma} \xi_{(1, \gamma, n,-)}^{k-2 \sigma+1, \sigma, m} .
$$

Accordingly we achieve for odd $k$

$$
\alpha_{h, \gamma, \nu}^{k, \sigma, m}=-\kappa_{k, \sigma} \zeta_{(1, \gamma, \nu,-)}^{k-2 \sigma+1, \sigma, m}, \quad \alpha_{e, \gamma, n}^{k, \sigma, m}=\beta_{h, \gamma, \nu}^{k, \sigma, m}=0
$$

and for even $k$

$$
\alpha_{h, \gamma, \nu}^{k, \sigma, m}=0, \quad \alpha_{e, \gamma, n}^{k, \sigma, m}=-\kappa_{k, \sigma} \xi_{(1, \gamma, n,-)}^{k-2 \sigma+1, \sigma, m}, \quad \beta_{h, \gamma, \nu}^{k, \sigma, m}=-\kappa_{k, \sigma} \zeta_{(1, \gamma, \nu,-)}^{k-2 \sigma+1, \sigma, m} .
$$

Now our recursion (3.35), (3.36) appears in a more explicit shape

$$
\begin{aligned}
X_{\gamma, n}^{\ell}:= & \Lambda^{-1} H_{\gamma, n}^{+, \ell}+\sum_{\substack{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q} \\
k \text { odd }}} \kappa_{k, \sigma} \xi_{(1, \gamma, n,-)}^{k-2 \sigma+1, \sigma, m} Y_{\sigma, m}^{\ell-N-k} \\
& +\sum_{\substack{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q+1} \\
k \text { even }}} \kappa_{k, \sigma} \xi_{(1, \gamma, n,-)}^{k-2 \sigma+1, \sigma, m} X_{\sigma, m}^{\ell-N-k}, \\
Y_{\gamma, \nu}^{\ell}:= & \Lambda^{-1} E_{\gamma, \nu}^{+, \ell}+\sum_{\substack{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q} \\
k \text { even }}} \kappa_{k, \sigma} \zeta_{(1, \gamma, \nu,-)}^{k-2 \sigma+1, \sigma, m} Y_{\sigma, m}^{\ell-N-k} \\
& +\sum_{\substack{(k, \sigma, m) \in \tilde{\Theta}_{\ell-N}^{q+1} \\
k \text { odd }}} \kappa_{k, \sigma} \zeta_{(1, \gamma, \nu,-)}^{k-2 \sigma+, \sigma, m} X_{\sigma, m}^{\ell-N-k} .
\end{aligned}
$$

Proof of Theorem 3.5. W.l.o.g. let $s \in(\mathbf{J}+1 / 2, \mathbf{J}+N / 2) \backslash \mathbb{I}$. We insert the asymptotics (3.29), (3.30) into the estimates of Lemma 3.2. Introducing the new variable $j(\ell):=\ell+k$ and ordering the sums according to $j, k, \sigma, m$ we have proved the theorem. The assertions of the two remarks are easy consequences of the definition of the correction operators and (3.37)-(3.39).

The first step is completed.

### 3.2. Second step

By the results obtained in [27], Section 3, we get the following essential decomposition:
Lemma 3.8. Let $s>1-N / 2$ and $s+1 \notin \mathbb{I}$ as well as $t \leqslant s$ and $t<N / 2$. Then every pair of differential forms $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ may be uniquely decomposed into

$$
(F, G)=\Lambda\left(F_{r}, G_{d}\right)+\left(F_{d}, G_{r}\right)
$$

where $\left(F_{r}, G_{d}\right)$ and $\left(F_{d}, G_{r}\right)$ are uniquely decomposed into

$$
\begin{aligned}
& \left(F_{r}, G_{d}\right)=(\stackrel{\circ}{b}, b)+\left(\tilde{F}_{r}, \tilde{G}_{d}\right)+\left(\sum_{I \in \overline{\bar{J}}_{s}^{q, 0}} \varphi_{I}\left(\vartheta_{I}^{q}\right)^{-1} \eta R_{I}^{q}, \sum_{I \in \bar{J}_{s}^{q+1,0}} \psi_{I} \vartheta_{I}^{q+1} \eta D_{I}^{q+1}\right), \\
& \left(F_{d}, G_{r}\right)=\left(\tilde{F}_{d}, \tilde{G}_{r}\right)+\left(\sum_{I \in \overline{\mathcal{J}}_{s}^{q, 0}} \varphi_{I} \operatorname{div} \eta R_{1 I}^{q+1}, \sum_{I \in \bar{J}_{s}^{q+1,0}} \psi_{I} \operatorname{rot} \eta D_{1 I}^{q}\right)
\end{aligned}
$$

with constants $\varphi_{I}, \psi_{I} \in \mathbb{C}$, where $\vartheta_{I}^{q}:=\mathrm{i}\left(q^{\prime}+\mathbf{e}(I)\right)^{1 / 2}(q+\mathbf{e}(I))^{-1 / 2}$. Moreover,

$$
\begin{aligned}
& (\stackrel{\circ}{b}, b) \in \operatorname{Lin} \stackrel{\circ}{\mathrm{B}}^{q} \times \operatorname{Lin} \mathrm{B}^{q+1} \subset{ }_{0} \stackrel{\circ}{\mathrm{R}}_{\mathrm{vox}}^{q}(\Omega) \times{ }_{0} \mathbf{D}_{\mathrm{vox}}^{q+1}(\Omega), \\
& \left(\tilde{F}_{r}, \tilde{G}_{d}\right) \in \stackrel{\circ}{\mathrm{R}}_{s}^{q}(\Omega) \times \mathrm{D}_{s}^{q+1}(\Omega), \\
& \left(F_{r}, G_{d}\right) \in \operatorname{Tri}_{s}^{q}(\Omega):=\left(\operatorname{Lin} \stackrel{\circ}{\mathrm{B}}^{q} \times \operatorname{Lin}^{q+1}\right) \dot{+}\left(0 \stackrel{\circ}{\mathbb{R}}{ }_{s}^{q}\left(\overline{\mathcal{T}}_{s}^{q, 0}, \Omega\right) \times{ }_{0} \mathbb{D}_{s}^{q+1}\left(\overline{\mathcal{J}}_{s}^{q+1,0}, \Omega\right)\right) \\
& \subset{ }_{0} \stackrel{q}{R}_{t}^{q}(\Omega) \times{ }_{0} \mathbf{D}_{t}^{q+1}(\Omega), \\
& \left(\tilde{F}_{d}, \tilde{G}_{r}\right) \in \operatorname{Reg}_{s}^{q, 0}(\Omega), \\
& \left(F_{d}, G_{r}\right) \in \operatorname{Reg}_{s}^{q,-1}(\Omega):={ }_{0} \mathbb{D}_{s}^{q}\left(\overline{\mathcal{J}} \bar{J}_{s}^{q, 0}, \Omega\right) \times{ }_{0} \stackrel{\circ}{\mathbb{R}}_{s}^{q+1}\left(\overline{\mathcal{J}}_{s}^{q+1,0}, \Omega\right) \\
& =\operatorname{Reg}_{s}^{q, 0}(\Omega) \dot{+}\left(\operatorname{div} \eta \mathcal{R}^{q+1}\left({ }_{1} \bar{J}_{s}^{q, 0}\right) \times \operatorname{rot} \eta \mathcal{D}^{q}\left({ }_{1} \bar{J}_{s}^{q+1,0}\right)\right) \\
& \subset \operatorname{Reg}_{t}^{q, 0}(\Omega)
\end{aligned}
$$

and all projections are continuous. We denote the projection $(F, G) \mapsto\left(F_{r}, G_{d}\right)$ by $\Pi$ and the projection $(F, G) \mapsto\left(F_{d}, G_{r}\right)$ by $\Pi_{\mathrm{reg}}=\mathrm{Id}-\Lambda \Pi$.

Shortly written we get

$$
\mathrm{L}_{s}^{2, q, q+1}(\Omega)=\left(\Lambda \operatorname{Tri}_{s}^{q}(\Omega) \dot{+} \operatorname{Reg}_{s}^{q,-1}(\Omega)\right) \cap \mathrm{L}_{s}^{2, q, q+1}(\Omega)
$$

where $\operatorname{Tri}_{s}^{q}(\Omega)=\Pi \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $\operatorname{Reg}_{s}^{q,-1}(\Omega)=\Pi_{\mathrm{reg}} \mathrm{L}_{s}^{2, q, q+1}(\Omega)$.
Remark 3.9. This lemma still holds true for $\tau$ - $\mathrm{C}^{1}$-admissible transformations $\Lambda$, if the order of decay satisfies $\tau>0, \tau>s+1-N / 2$ and $\tau \geqslant-s-1$.

Let us consider for $\mathbf{J} \in \mathbb{N}_{0}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ some $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. We decompose $(F, G)$ according to the latter lemma. $\left(F_{r}, G_{d}\right)$ solves

$$
(M+\mathrm{i} \omega \Lambda)\left(F_{r}, G_{d}\right)=\mathrm{i} \omega \Lambda\left(F_{r}, G_{d}\right)
$$

and satisfies the boundary, integrability and radiation condition since $t>-1 / 2$. Thus for the 'trivial projection' we have

$$
\begin{equation*}
\mathrm{i} \omega \mathcal{L}_{\omega} \Lambda\left(F_{r}, G_{d}\right)=\left(F_{r}, G_{d}\right), \quad \text { i.e. } \mathrm{i} \omega \mathcal{L}_{\omega} \Lambda \Pi=\Pi \tag{3.40}
\end{equation*}
$$

Looking at the 'regular projection' we see that Theorem 3.5 determines the asymptotic of ( $\tilde{F}_{d}, \tilde{G}_{r}$ ) completely. Therefore it remains to compute the asymptotics of

$$
\left(f_{d}, g_{r}\right):=\left(\sum_{I \in \bar{J}_{s}^{q, 0}} \varphi_{I} \operatorname{div} \eta R_{1 I}^{q+1}, \sum_{J \in \overline{\bar{g}}_{s}^{q+1,0}} \psi_{J} \operatorname{rot} \eta D_{1 J}^{q}\right) .
$$

We note for $I=(-, 0, \sigma, m)$ and $J=(-, 0, \sigma, n)$

$$
\eta R_{1 I}^{q+1}=h_{\sigma, m}^{-}, \quad \eta D_{1 J}^{q}=e_{\sigma, n}^{-} .
$$

Thus we have to calculate the asymptotics of

$$
\left(\operatorname{div} \eta R_{1 I}^{q+1}, 0\right)=M h_{\sigma, m}^{-, 0}=h_{\sigma, m}^{-, 1}, \quad\left(0, \operatorname{rot} \eta D_{1 J}^{q}\right)=M e_{\sigma, n}^{-, 0}=e_{\sigma, n}^{-, 1} .
$$

But this is quite easy since $e_{\sigma, n}^{-, 1}$ and $h_{\sigma, m}^{-, 1}$ inherit the asymptotics of $e_{\sigma, n}^{-,,}, h_{\sigma, m}^{-, 2}$ derived in the first step. We discuss for example $e_{\sigma, n}^{-, 1} . e_{\sigma, n}^{-, 1}$ satisfies the boundary, integrability and radiation condition as well as solves

$$
(M+\mathrm{i} \omega \Lambda) e_{\sigma, n}^{-, 1}=e_{\sigma, n}^{-, 2}+\mathrm{i} \omega e_{\sigma, n}^{-, 1}
$$

This yields

$$
e_{\sigma, n}^{-, 1}=\mathcal{L}_{\omega} e_{\sigma, n}^{-, 2}+\mathrm{i} \omega \mathcal{L}_{\omega} e_{\sigma, n}^{-,, 1}
$$

By Lemma 2.17 we get

$$
\begin{aligned}
\mathcal{L}_{\omega} e_{\sigma, n}^{-, 1} & =\frac{1}{\mathrm{i} \omega}\left(e_{\sigma, n}^{-, 1}-\mathcal{L}_{\omega} e_{\sigma, n}^{-, 2}\right)=\frac{1}{-\mathrm{i} \omega} \mathcal{L}_{\omega, 0} e_{\sigma, n}^{-, 2}=\frac{1}{-\mathrm{i} \omega}\left(\mathcal{L}_{\omega, j} e_{\sigma, n}^{-, 2}+\sum_{\ell=1}^{j}(-\mathrm{i} \omega)^{\ell} \mathcal{L}_{0} \mathcal{L}^{\ell} e_{\sigma, n}^{-, 2}\right) \\
& =\frac{1}{-\mathrm{i} \omega}\left(\mathcal{L}_{\omega, j} e_{\sigma, n}^{-, 2}+\sum_{\ell=0}^{j-1}(-\mathrm{i} \omega)^{\ell+1} \mathcal{L}_{0} \mathcal{L}^{\ell} e_{\sigma, n}^{-, 1}\right)
\end{aligned}
$$

and hence

$$
\mathcal{L}_{\omega, j-1} e_{\sigma, n}^{-, 1}=\frac{1}{-\mathrm{i} \omega} \mathcal{L}_{\omega, j} e_{\sigma, n}^{-, 2} .
$$

By (3.19) and (3.29) we obtain

$$
\begin{equation*}
\mathcal{L}_{\omega, j-1} e_{\sigma, n}^{-, 1} \stackrel{j}{\sim} \mathrm{i} \kappa_{\sigma} \omega^{N+2 \sigma-1} \sum_{\ell=0}^{j-N-2 \sigma}(-\mathrm{i} \omega)^{\ell} X_{\sigma, n}^{\ell}=\kappa_{0, \sigma}(-\mathrm{i} \omega)^{N-1} \sum_{\ell=0}^{j-N-2 \sigma}(-\mathrm{i} \omega)^{\ell+2 \sigma} X_{\sigma, n}^{\ell} \tag{3.41}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\mathcal{L}_{\omega, j-1} h_{\sigma, m}^{-, 1}=\kappa_{0, \sigma}(-\mathrm{i} \omega)^{N-1} \sum_{\ell=0}^{j-N-2 \sigma}(-\mathrm{i} \omega)^{\ell+2 \sigma} Y_{\sigma, m}^{\ell} \tag{3.42}
\end{equation*}
$$

In order to compute the coefficients $\varphi_{I}, \psi_{J}$ in terms of $(F, G)$ we have the following lemma. Please compare to Lemma 2.13.

Lemma 3.10. Let $s \in(1-N / 2, \infty) \backslash \mathbb{I}$ and $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. Then for all appropriate $\sigma, m$ and $\ell \geqslant 1$
(i) $\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}}{ }^{2, q, q+1}(\Omega)=\left\langle F, E_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)}=-\varphi_{I}$,

$$
\left\langle(F, G), H_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle G, H_{\sigma, m}^{+}\right\rangle_{\mathrm{L}^{2, q+1}(\Omega)}=-\psi_{J}
$$

(ii) $\left\langle(F, G), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\left(\tilde{F}_{d}, \tilde{G}_{r}\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)$,

$$
\left\langle(F, G), H_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\left(\tilde{F}_{d}, \tilde{G}_{r}\right), H_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)
$$

hold, where $I=(-, 0, \sigma, m)$ resp. $J=(-, 0, \sigma, m)$.
Remark 3.11. Here of course 'appropriate' means that all $E_{\sigma, m}^{+, 0}, H_{\sigma, m}^{+, 0}, E_{\sigma, m}^{+, \ell}, H_{\sigma, m}^{+, \ell}$ are elements of $\mathrm{L}_{-s}^{2, q, q+1}(\Omega)$. More precisely we may pick $I=(-, 0, \sigma, m) \in \overline{\mathcal{J}}_{s}^{q, 0}$ resp. $J=(-, 0, \sigma, m) \in \overline{\mathcal{J}}_{s}^{q+1,0}$ and $(\ell, \sigma, m) \in \Theta_{s}^{q, \ell}$ resp. $(\ell, \sigma, m) \in \Theta_{s}^{q+1, \ell}$.

Proof of Lemma 3.10. Let us first discuss (i) and $\varphi_{I}$. During the proof we denote $I=(-, 0, \sigma, m)$. The representation of $F$ in Lemma 3.8 may be written as (see [27], Theorem 3.2(iv))

$$
\begin{equation*}
F=\varepsilon \stackrel{\circ}{b}+\varepsilon \hat{F}_{r}+\hat{F}_{d}-\mathrm{i} \sum_{I \in \overline{\mathcal{J}}_{s}^{q, 0}} \varphi_{I}\left(q^{\prime}+\sigma\right)^{-1 / 2} \varepsilon \Delta_{\varepsilon} \eta P_{I}^{q} \tag{3.43}
\end{equation*}
$$

where $P_{I}^{q}:=(q+\sigma)^{1 / 2} R_{2 I}^{q}+\mathrm{i}\left(q^{\prime}+\sigma\right)^{1 / 2} D_{2 I}^{q}$ is a potential form and by [27], Section 3,

$$
\hat{F}_{r} \in \stackrel{\circ}{\mathbb{R}}_{s}^{q}(\Omega)=\operatorname{rot} \stackrel{\circ}{\mathrm{R}}_{s-1}^{q-1}(\Omega), \quad \hat{F}_{d} \in{ }_{0} \mathbb{D}_{s}^{q}(\Omega)=\operatorname{div} \mathrm{D}_{s-1}^{q+1}(\Omega)
$$

Since $\varepsilon \Delta_{\varepsilon}=\varepsilon \operatorname{rot} \operatorname{div}+\operatorname{div} \operatorname{rot}=\Delta$ on $\operatorname{supp} \eta$ and $\Delta P_{I}^{q}=0$ we obtain

$$
\varepsilon \Delta_{\varepsilon} \eta P_{I}^{q}=C P_{I}^{q}
$$

Clearly we have

$$
\left\langle F, E_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)}=-\mathrm{i} \sum_{I \in \overline{\bar{J}}_{s}^{q, 0}} \varphi_{I}\left(q^{\prime}+\sigma\right)^{-1 / 2}\left\langle C P_{I}^{q}, E_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2, q}(\Omega)}
$$

and utilizing the expansion of $E_{\sigma, m}^{+}$from Corollary 2.8 as well as Lemma 2.9 and Remark 2.10 we get

$$
\begin{aligned}
\left\langle F, E_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2}, q}(\Omega) & =\sum_{I \in \overline{\mathcal{I}}_{s}^{q, 0}} \varphi_{I}\left(\left(\vartheta_{\sigma}^{q}\right)^{-1}\left\langle C R_{2 I}^{q}, E_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}+\left\langle C D_{2 I}^{q}, E_{\gamma, n}^{+}\right\rangle_{\mathrm{L}^{2}, q(\Omega)}\right) \\
& =-\varphi_{(-, 0, \gamma, n)}
\end{aligned}
$$

since the sums vanish except for $R_{2 I}^{q}={ }^{-} R_{\gamma, n}^{q, 2}$ resp. $D_{2 I}^{q}={ }^{-} D_{\gamma, n}^{q, 2}$. The other assertion of (i) for $\psi_{J}$ may be shown in a similar way.

To prove (ii) we write

$$
F=\varepsilon \stackrel{\circ}{b}+\varepsilon \check{F}_{r}+\tilde{F}_{d}+\sum_{I \in \overline{\bar{s}}_{s}^{q, 0}} \varphi_{I}\left(\left(\vartheta_{\sigma}^{q}\right)^{-1} \operatorname{rot} \eta D_{1 I}^{q-1}+\operatorname{div} \eta R_{1 I}^{q+1}\right)
$$

with some $\check{F}_{r} \in{ }_{0} \stackrel{R}{R}_{s}^{q}(\Omega)$. For any $\ell$ we have

$$
\left\langle(\varepsilon \stackrel{\circ}{b}, 0), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=\left\langle\left(\varepsilon \check{F}_{r}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0 .
$$

Thus it remains to show for all $I$

$$
\left\langle\left(Q_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}}{ }^{2}, q, q+1(\Omega), 0,
$$

where $Q_{I}^{q}:=\left(\vartheta_{\sigma}^{q}\right)^{-1} \operatorname{rot} \eta D_{1 I}^{q-1}+\operatorname{div} \eta R_{1 I}^{q+1}$. In order to prove this we compute

$$
\mathrm{i}\left(q^{\prime}+\sigma\right)^{1 / 2} Q_{I}^{q}=C P_{I}^{q}-\operatorname{div} C_{\mathrm{rot}, \eta} P_{I}^{q}-\operatorname{rot} C_{\mathrm{div}, \eta} P_{I}^{q}
$$

and obtain directly $\left\langle\left(\operatorname{rot} C_{\mathrm{div}, \eta} P_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=0$. With the second term on the right-hand side we proceed as follows. We write $E_{\sigma, m}^{+, \ell}=M \Lambda^{-1} E_{\sigma, m}^{+, \ell+1}$ and since $C_{\mathrm{rot}, \eta}$ is compactly supported partial integration yields

$$
\begin{aligned}
& \left\langle\left(\operatorname{div} C_{\mathrm{rot}, \eta} P_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \quad=-\left\langle\left(0, \operatorname{rot} \operatorname{div} C_{\mathrm{rot}, \eta} P_{I}^{q}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \quad=-\left\langle\left(0, \operatorname{rot} C P_{I}^{q}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \quad=\mathrm{i}\left(q^{\prime}+\sigma\right)^{1 / 2}\left\langle\left(0, \operatorname{rot} \operatorname{div} \eta R_{1 I}^{q+1}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \quad=\left\langle\left(C P_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& \\
& \quad \mathrm{i}\left(q^{\prime}+\sigma\right)^{1 / 2}\left\langle\left(0, C R_{1 I}^{q+1}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}}, 2, q, q+1 \\
& (\Omega)
\end{aligned},
$$

where the last equation follows once more by [25], Remark 2.4. Consequently

$$
\left\langle\left(Q_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)=-\left\langle\left(0, C R_{1 I}^{q+1}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) .
$$

The scalar products $\left\langle\left(0, C R_{1 I}^{q+1}\right), E_{\sigma, m}^{+, \ell+1}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)$ vanish once again by Corollary 2.8, Lemma 2.9 and Remark 2.10 because $\ell \geqslant 1$. Besides also the scalar products $\left\langle\left(C P_{I}^{q}, 0\right), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}} 2, q, q+1}(\Omega)$ vanish since $\ell \geqslant 1$, though this is not necessary for the proof. The other assertions of (ii) are shown analogously.

Putting all together we obtain the main result of step two.
Definition 3.12. Let $\mathbf{J} \in \mathbb{N}_{0}, s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ and $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. For $j=0, \ldots, \mathbf{J}-N$ we define the 'correction operators'

$$
\begin{aligned}
& \tilde{\Gamma}_{j}(F, G):=-\sum_{2 \sigma \leqslant j, m} \kappa_{0, \sigma}\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
&-\sum_{2 \sigma \leqslant j, m}^{j-2 \sigma} \kappa_{0, \sigma}\left\langle(F, G), H_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \\
& X_{\sigma, m}^{j-2 \sigma}
\end{aligned}
$$

as well as $\Gamma_{0}:=\tilde{\Gamma}_{0}$ and $\Gamma_{j}:=\hat{\Gamma}_{j-1}+\tilde{\Gamma}_{j}$ for $j=1, \ldots, \mathbf{J}-N$.
Theorem 3.13. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$. Then for all bounded subdomains $\Omega_{\mathrm{b}} \subset \Omega$ the asymptotic

$$
\left.\begin{array}{l}
\| \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1} \Pi(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}(F, G) \\
\quad-(-\mathrm{i} \omega)^{N-1} \sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j} \Gamma_{j}(F, G) \|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)
\end{array}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}\right)
$$

holds uniformly with respect to $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$.

## Remark 3.14.

(i) By Lemma 2.13 on $\operatorname{Reg}_{s}^{q, 0}(\Omega)$ we have $\tilde{\Gamma}_{j}=0$ and thus $\Gamma_{j}=\hat{\Gamma}_{j-1}$ for $j \geqslant 1$ as well as $\Gamma_{0}=0$.
(ii) $\Pi(F, G)=0$ and $\Pi_{\mathrm{reg}}(F, G)=\left(\tilde{F}_{d}, \tilde{G}_{r}\right)=(F, G)$ hold for $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$.
(iii) Because of (3.38), (3.39) the correction operators satisfy $\Lambda^{-1} M \tilde{\Gamma}_{j}=\tilde{\Gamma}_{j-1}$, where $\tilde{\Gamma}_{-1}:=0$. Thus we have $\Lambda^{-1} M \Gamma_{j}=\Gamma_{j-1}$.
(iv) From Definition 3.12 we get

$$
\tilde{\Gamma}_{j}(F, G) \in \operatorname{Lin}\left\{X_{\sigma, m}^{j-2 \sigma}, Y_{\sigma, m}^{j-2 \sigma}: 2 \sigma \leqslant j\right\}
$$

and thus the correction operators

$$
\tilde{\Gamma}_{j}, \Gamma_{j}: \mathrm{L}_{s}^{2, q, q+1}(\Omega) \rightarrow \operatorname{Cor}^{q, j}(\Omega)
$$

are degenerated (and clearly continuous).
Proof of Theorem 3.13. From the arguments above and the continuity of the projections from Lemma 3.8

$$
\begin{aligned}
& \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1}\left(F_{r}, G_{d}\right) \\
& \quad-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}\left(\tilde{F}_{d}, \tilde{G}_{r}\right)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}\left(f_{d}, g_{r}\right)-(-\mathrm{i} \omega)^{N} \sum_{j=0}^{\mathbf{J}-1-N}(-\mathrm{i} \omega)^{j} \hat{\Gamma}_{j}\left(\tilde{F}_{d}, \tilde{G}_{r}\right) \\
& \quad+(-\mathrm{i} \omega)^{N-1} \sum_{\sigma \leqslant s-N / 2, m} \kappa_{0, \sigma}\left\langle(F, G), E_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \sum_{\ell=0}^{\mathbf{J}-N-2 \sigma}(-\mathrm{i} \omega)^{\ell+2 \sigma} Y_{\sigma, n}^{\ell} \\
& \quad+(-\mathrm{i} \omega)^{N-1} \sum_{\sigma \leqslant s-N / 2, m} \kappa_{0, \sigma}\left\langle(F, G), H_{\sigma, m}^{+, 0}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega) \sum_{\ell=0}^{\mathbf{J}-N-2 \sigma}(-\mathrm{i} \omega)^{\ell+2 \sigma} X_{\sigma, n}^{\ell}
\end{aligned}
$$

may be estimated by $c|\omega|^{\mathbf{J}}\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}$ in the $\mathrm{L}^{2, q, q+1}\left(\Omega_{\mathrm{b}}\right)$-norm uniformly in $\omega$ and $(F, G)$. We note $I=(-, 0, \sigma, m) \in \bar{\jmath}_{s}^{q, 0}$, if and only if $J=(-, 0, \sigma, m) \in \bar{\sigma}_{s}^{q+1,0}$, if and only if $\sigma \leqslant s-N / 2$ and $m=1, \ldots$. By Lemma 3.10 and Definition 3.4 we have $\hat{\Gamma}_{j}\left(\tilde{F}_{d}, \tilde{G}_{r}\right)=\hat{\Gamma}_{j}(F, G)$. Rearranging the latter
two terms we obtain

$$
\begin{aligned}
& \| \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1}\left(F_{r}, G_{d}\right)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}\left(F_{d}, G_{r}\right) \\
& \quad-(-\mathrm{i} \omega)^{N-1}\left(\sum_{j=1}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j} \hat{\Gamma}_{j-1}(F, G)+\sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j} \tilde{\Gamma}_{j}(F, G)\right) \|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right) \\
& \quad= \\
& \\
& \quad \mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

which completes the proof.

### 3.3. Third step

Now we approach estimates in weighted norms. For this we compare our solutions with the solutions of the homogeneous whole space case. Let us denote $L_{\omega}:=\mathcal{L}_{\omega}$ in the special case $\Omega=\mathbb{R}^{N}$ and $\Lambda=\mathrm{Id}$. $L_{\omega}$ is well defined on $\mathrm{L}_{>1 / 2}^{2, q, q+1}$ for all $\mathbb{C}_{+} \backslash\{0\}$ by [24], Theorem 3.5, since there are no eigensolutions in this case. We obtain

Lemma 3.15. Let $\mathbf{J} \in \mathbb{N}$ and $s>\mathbf{J}-1 / 2$ as well as $t<\min \{s, N / 2\}-\mathbf{J}-1$. Then for $j=0, \ldots, \mathbf{J}-1$ there exist bounded linear operators

$$
\Phi_{j} \in B\left(\mathrm{~L}_{s}^{2, q, q+1}, \mathrm{~L}_{t}^{2, q, q+1}\right), \quad \Psi_{j} \in B\left(\mathrm{~L}_{s}^{2, q-1, q+2}, \mathrm{~L}_{t}^{2, q, q+1}\right)
$$

and a constant $c>0$, such that

$$
\begin{aligned}
& \left\|L_{\omega}(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j}\left(\Phi_{j}(F, G)+(-\mathrm{i} \omega)^{-1} \Psi_{j}(\operatorname{div} F, \operatorname{rot} G)\right)\right\|_{\mathrm{L}_{t}^{2, q, q+1}} \\
& \quad \leqslant c|\omega|^{\mathbf{J}}\left(\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}}+\frac{1}{|\omega|}\|(\operatorname{div} F, \operatorname{rot} G)\|_{\mathrm{L}_{s}^{2, q-1, q+2}}\right)
\end{aligned}
$$

holds uniformly with respect to $\omega \in \mathbb{C}_{+} \backslash\{0\}$ and $(F, G) \in \mathbf{D}_{s}^{q} \times \mathbf{R}_{s}^{q+1}$. The assertion holds also true for $\mathbf{J}=0$ and $s,-t>1 / 2, t \leqslant s-(N+1) / 2$.

Proof. Using the fundamental solution for the scalar Helmholtz equation in $\mathbb{R}^{N}$

$$
\Phi_{\omega, \nu}(x)=\varphi_{\omega, \nu}(|x|) \quad \text { with } \varphi_{\omega, \nu}(t)=c_{N} \omega^{\nu} t^{-\nu} H_{\nu}^{1}(\omega t)
$$

where the constant $c_{N}$ only depends on the dimension $N$ and $H_{\nu}^{1}(z)$ denotes Hankel's first function of index $\nu:=(N-2) / 2$, see [24], Section 5, we may represent $(E, H):=L_{\omega}(F, G)$ by [24], Theorem 5.1, i.e.

$$
\begin{align*}
& E_{I}=G \star \operatorname{rot} \Phi_{\omega, \nu}^{I}+(-\mathrm{i} \omega) F \star \Phi_{\omega, \nu}^{I}-(-\mathrm{i} \omega)^{-1} \operatorname{div} F \star \operatorname{div} \Phi_{\omega, \nu}^{I}  \tag{3.44}\\
& H_{J}=F \star \operatorname{div} \Phi_{\omega, \nu}^{J}+(-\mathrm{i} \omega) G \star \Phi_{\omega, \nu}^{J}-(-\mathrm{i} \omega)^{-1} \operatorname{rot} G \star \operatorname{rot} \Phi_{\omega, \nu}^{J} \tag{3.45}
\end{align*}
$$

if $E=E_{I} \mathrm{~d} x^{I}$ and $H=H_{J} \mathrm{~d} x^{J}$ as well as $\Phi_{\omega, \nu}^{I}:=\Phi_{\omega, \nu} \mathrm{d} x^{I}$. Here $\star$ is the convolution in $\mathbb{R}^{N}$ for
forms, which simply is the sum of the scalar convolutions of their Euclidean components. Utilizing Taylor's expansion theorem we get constants $c_{j}, c_{j}^{\prime} \in \mathbb{C}$ and functions rem $\widetilde{\mathbf{r e m}}_{\mathbf{J}}$, such that for $t \in \mathbb{R}_{+}$ and $\omega \in \mathbb{C}_{+}$the expansions

$$
\begin{aligned}
& \varphi_{\omega, \nu}(t)=t^{2-N} \sum_{j=0}^{\mathbf{J}-2} c_{j}(\omega t)^{j}+\operatorname{rem}_{\mathbf{J}}(\omega t) t^{1-N+\mathbf{J}} \omega^{\mathbf{J}-1}, \\
& \varphi_{\omega, \nu}^{\prime}(t)=t^{1-N} \sum_{j=0}^{\mathbf{J}-1} c_{j}^{\prime}(\omega t)^{j}+\widetilde{\operatorname{rem}}_{\mathbf{J}}(\omega t) t^{1-N+\mathbf{J}} \omega^{\mathbf{J}}
\end{aligned}
$$

hold. The remainder functions $\operatorname{rem}_{\mathbf{J}}(z)$ and $\widetilde{\mathrm{rem}}_{\mathbf{J}}(z)$ are uniformly bounded with respect to $z \in \mathbb{C}_{+}$and the bounds only depend on $N$ and $\mathbf{J}$. Inserting these Taylor representations into (3.44), (3.45) we obtain

$$
\begin{align*}
(E, H)= & \sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j}\left(\Phi_{j}(F, G)+(-\mathrm{i} \omega)^{-1} \Psi_{j}(\operatorname{div} F, \operatorname{rot} G)\right) \\
& +\omega^{\mathbf{J}}\left(\operatorname{Rem}_{\omega, \mathbf{J}}(F, G)+\frac{1}{\omega} \widetilde{\operatorname{Rem}}_{\omega, \mathbf{J}}(\operatorname{div} F, \operatorname{rot} G)\right), \tag{3.46}
\end{align*}
$$

where $\Phi_{j}$ and $\Psi_{j}$ resp. $\operatorname{Rem}_{\omega, \mathbf{J}}$ and $\widetilde{\operatorname{Rem}}_{\omega, \mathbf{J}}$ are convolution operators with integral kernels of shape $b_{j}(x, y)|x-y|^{j+1-N}$ for $j=0, \ldots, \mathbf{J}-1$ resp. $b_{\text {Rem }}(x, y, \omega)|x-y|^{\mathbf{J}+1-N}$. The kernel parts $b_{j}(x, y)$ are uniformly bounded with respect to $x, y \in \mathbb{R}^{N}$ and independent of $\omega$. Moreover, the kernel parts $b_{\mathrm{Rem}}(x, y, \omega)$ are uniformly bounded with respect to $x, y \in \mathbb{R}^{N}$ and $\omega \in \mathbb{C}_{+}$. Thus it remains to show that the kernels $|x-y|^{j+1-N}, j=0, \ldots, \mathbf{J}$ generate bounded linear operators from $\mathrm{L}_{s}^{2}$ to $\mathrm{L}_{t}^{2}$. All kernels belong to $\mathrm{L}_{\text {loc }}^{1}$ and grow with $j$ if $|x-y|>1$. Therefore we only have to discuss the worst kernel $|x-y|^{\mathbf{J}+1-N}$. The assertion follows now by [17], Lemma 1 and [48], Lemma 13, as well as some case studies. For a more detailed proof we refer to [23], Sections 5.1-5.3.

According to [46], Theorem 4, there exist continuous projections

$$
\begin{array}{ll}
\pi: \mathrm{L}_{s}^{2, q, q+1} \longrightarrow{ }_{0} \mathrm{R}_{s}^{q} \times{ }_{0} \mathrm{D}_{s}^{q+1} ; & \\
\pi_{\text {reg }}: \mathrm{L}_{s}^{2, q, q+1} \longrightarrow{ }_{0} \mathrm{D}_{s}^{q} \times{ }_{0} \mathrm{R}_{s}^{q+1} ; & \\
\pi_{\mathcal{S}}: \mathrm{L}_{s}^{2, q, q+1} \longrightarrow(F, G) \longmapsto\left(F_{\mathrm{R}}, G_{\mathrm{D}}\right), \\
\mathcal{S}_{s}^{q} \times \S_{s}^{q+1} ; & \\
\left.\hline \mathrm{D}, G_{\mathrm{R}}\right), \\
& (F, G) \longmapsto\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right),
\end{array}
$$

such that each $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}$ may be uniquely decomposed as

$$
(F, G)=\left(F_{\mathrm{R}}, G_{\mathrm{D}}\right)+\left(F_{\mathrm{D}}, G_{\mathrm{R}}\right)+\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)
$$

Corollary 3.16. Let $\mathbf{J} \in \mathbb{N}$ and $s>\mathbf{J}-1 / 2$ as well as $t<\min \{s, N / 2-1\}-\mathbf{J}-1$. Then

$$
\begin{aligned}
& \| L_{\omega}(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Phi_{j}\left(F_{\mathrm{D}}+F_{\mathcal{S}}, G_{\mathrm{R}}+G_{\S}\right)+(-\mathrm{i} \omega)^{-1}\left(F_{\mathrm{R}}, G_{\mathrm{D}}\right) \\
& \quad-\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Psi_{j+1}\left(\operatorname{div} F_{\mathcal{S}}, \operatorname{rot} G_{\delta}\right)\left\|_{\mathrm{L}_{t}^{2, q, q+1}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\right\|(F, G) \|_{\mathrm{L}_{s}^{2, q, q+1}}
\end{aligned}
$$

holds uniformly with respect to $\omega \in \mathbb{C}_{+} \backslash\{0\}$ and $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}$, if $\omega$ ranges in a bounded set. The estimate remains valid even for $\mathbf{J}=0$ and $s,-t>1 / 2, t \leqslant s-(N+1) / 2$.

Proof. We easily see $L_{\omega}\left(F_{\mathrm{R}}, G_{\mathrm{D}}\right)=-(-\mathrm{i} \omega)^{-1}\left(F_{\mathrm{R}}, G_{\mathrm{D}}\right)$. (Compare to (3.40).) Moreover, Lemma 3.15 may be applied to ( $F_{\mathrm{D}}, G_{\mathrm{R}}$ ) and we get

$$
\left\|L_{\omega}\left(F_{\mathrm{D}}, G_{\mathrm{R}}\right)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Phi_{j}\left(F_{\mathrm{D}}, G_{\mathrm{R}}\right)\right\|_{\mathrm{L}_{t}^{2, q, q+1}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}} .
$$

Furthermore, Lemma 3.15 may also be applied to $\left(F_{S}, G_{\delta}\right)$ but with $\mathbf{J}+1$ instead of $\mathbf{J}$ as well as $\tilde{s}:=s+1$ and $\tilde{t}:=t$. We achieve

$$
\begin{aligned}
& \left\|L_{\omega}\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)-\sum_{j=0}^{\mathbf{J}}(-\mathrm{i} \omega)^{j} \Phi_{j}\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)-\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Psi_{j+1}\left(\operatorname{div} F_{\mathcal{S}}, \operatorname{rot} G_{\mathcal{S}}\right)\right\|_{\mathrm{L}_{t}^{2, q, q+1}} \\
& \quad \leqslant c|\omega|^{\mathbf{J}+1}\left(\left\|\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)\right\|_{\mathrm{L}_{\bar{S}}^{2, q, q+1}}+\frac{1}{|\omega|}\left\|\left(\operatorname{div} F_{\mathcal{S}}, \operatorname{rot} G_{\mathcal{S}}\right)\right\|_{\mathrm{L}_{\bar{S}}^{2, q-1, q+2}}\right) \\
& \quad \leqslant c|\omega|^{\mathbf{J}}\left\|\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)\right\|_{\mathrm{D}_{\bar{S}}^{q} \times \mathrm{R}_{\bar{S}}^{q+1}} .
\end{aligned}
$$

Now the $\mathrm{L}_{t}^{2, q, q+1}{ }^{2}$ norm of the term $(-\mathrm{i} \omega)^{\mathbf{J}} \Phi_{j}\left(F_{\mathcal{S}}, G_{\mathcal{S}}\right)$ may be swallowed by the right-hand side, which itself can be further estimated by $\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}}$ since $\mathcal{S}_{s}^{q}$ are finite-dimensional subspaces of $\stackrel{\circ}{\mathrm{C}}^{\infty, q}$ for all $q$ and $s$. Putting all together yields the desired assertion.

We are able to formulate the main result of this section:
Theorem 3.17. Let $\mathbf{J} \in \mathbb{N}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ as well as $t<\min \{s, N / 2-1\}-\mathbf{J}-1$. Then the asymptotic

$$
\begin{aligned}
& \| \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1} \Pi(F, G)-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}(F, G) \\
& \quad-(-\mathrm{i} \omega)^{N-1} \sum_{j=0}^{\mathbf{J}-N}(-\mathrm{i} \omega)^{j} \Gamma_{j}(F, G)\left\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\right\|(F, G) \|_{L_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

holds uniformly with respect to $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$. This asymptotic holds for $\mathbf{J}=0$ as well, if we replace the assumptions on $t$ by $t<-1 / 2$ and $t \leqslant s-(N+1) / 2$.

Proof. Let us define operators $\mathcal{K}_{j}$ via

$$
\begin{array}{ll}
\mathcal{K}_{-1}:=-\Pi & \\
\mathcal{K}_{j}:=\mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}, & j=0, \ldots, N-2, \\
\mathcal{K}_{j}:=\mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}+\Gamma_{j-N+1}, & j=N-1, \ldots, \mathbf{J}-1,
\end{array}
$$

and for $J \leqslant \mathbf{J}-1$

$$
\begin{equation*}
\mathcal{L}_{\omega, J}^{\mathcal{K}}:=\mathcal{L}_{\omega}-\sum_{j=-1}^{J}(-\mathrm{i} \omega)^{j} \mathcal{K}_{j} . \tag{3.47}
\end{equation*}
$$

Then we have to show uniformly with respect to $\omega$ and $(F, G)$

$$
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)} .
$$

From now on all estimates have to be understood uniformly with respect to $\omega$ and $(F, G)$. We want to combine the asymptotics in local norms proved in the second step with the whole space asymptotics in weighted norms from the latter corollary. Since we have by Theorem 3.13 for every bounded subdomain $\Omega_{\mathrm{b}}$ of $\Omega$

$$
\begin{equation*}
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}, \tag{3.48}
\end{equation*}
$$

we get immediately

$$
\left\|(1-\eta) \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

and it remains to estimate $\left\|\eta \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}}$.
To do so let $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$. According to [27], Theorem 3.2(iv) (compare with Lemma 3.8 and (3.43)), we decompose

$$
(F, G)=\Lambda(\underbrace{\left.\left(\stackrel{\circ}{b, b)+\left(\hat{F}_{r}, \hat{G}_{d}\right)}\right)\right)+\underbrace{\left(\hat{F}_{d}, \hat{G}_{r}\right)}_{=: \hat{\Pi}_{\mathrm{reg}}(F, G)}+\underbrace{\left(\sum_{I \in \overline{\mathcal{J}}_{s}^{q, 0}} \hat{\varphi}_{I} C P_{I}^{q}, \sum_{J \in \overline{\mathcal{J}}_{s}^{q+1,0}} \hat{\psi}_{J} C P_{J}^{q+1}\right)}_{=: \hat{\Pi}_{C}(F, G)}}_{=: \hat{\Pi}(F, G)}
$$

with continuous projections, where $C P_{I}^{q} \in \stackrel{\circ}{\mathrm{C}}^{\infty, q}$ and $(\stackrel{\circ}{b}, b) \in \operatorname{Lin} \stackrel{\circ}{\mathrm{B}}^{q} \times \operatorname{Lin} \mathrm{B}^{q+1}$ as well as

$$
\left(\hat{F}_{r}, \hat{G}_{d}\right) \in{ }_{0} \stackrel{\circ}{\mathbb{R}}_{s}^{q}(\Omega) \times{ }_{0} \mathbb{D}_{s}^{q+1}(\Omega), \quad\left(\hat{F}_{d}, \hat{G}_{r}\right) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)
$$

By Lemma 3.10 we have

$$
\left|\hat{\varphi}_{I}\right|+\left|\hat{\psi}_{J}\right| \leqslant c\|(F, G)\|_{L_{s}^{2, q, q+1}(\Omega)}
$$

Now the trick is to apply this decomposition using another cut-off function $\tilde{\eta}$, which satisfies, for example, supp $\nabla \tilde{\eta} \subset \overline{Z_{r_{3}, r_{4}}}$, whereas supp $\nabla \eta \subset \overline{Z_{r_{1}, r_{2}}}$. More precisely we set

$$
\tilde{\eta}:=\check{\eta} \circ r, \quad \check{\eta}(t):=\boldsymbol{\eta}\left(1+\frac{t-r_{3}}{r_{4}-r_{3}}\right)
$$

and note $C=C_{\Delta, \tilde{\eta}}$ in this case. Since

$$
\mathcal{L}_{\omega} \Lambda \hat{\Pi}(F, G)=-(-\mathrm{i} \omega)^{-1} \hat{\Pi}(F, G)
$$

it suffices to discuss $\eta \mathcal{L}_{\omega}(\hat{F}, \hat{G})$ with $(\hat{F}, \hat{G}):=\left(\hat{\Pi}_{\mathrm{reg}}+\hat{\Pi}_{C}\right)(F, G)$.
$\eta \mathcal{L}_{\omega}(\hat{F}, \hat{G}) \in \mathbf{R}_{<-1 / 2}^{q} \times \mathbf{D}_{<-1 / 2}^{q+1}$ satisfies the radiation condition and solves

$$
\begin{equation*}
(M+\mathrm{i} \omega) \eta \mathcal{L}_{\omega}(\hat{F}, \hat{G})=(M+\mathrm{i} \omega \Lambda) \eta \mathcal{L}_{\omega}(\hat{F}, \hat{G})=(f, g) \tag{3.49}
\end{equation*}
$$

with $(f, g):=\left(\eta+C_{M, \eta} \mathcal{L}_{\omega}\right)(\hat{F}, \hat{G}) \in \mathrm{L}_{s}^{2, q, q+1}$. (Without further comments here and in the following we often identify forms with their extensions by zero to $\mathbb{R}^{N}$.) Thus $\eta \mathcal{L}_{\omega}(\hat{F}, \hat{G})=L_{\omega}(f, g)$ or in another notation

$$
\begin{equation*}
\eta \mathcal{L}_{\omega}=L_{\omega}\left(\eta \mathrm{Id}+C_{M, \eta} \mathcal{L}_{\omega}\right) \tag{3.50}
\end{equation*}
$$

holds even on $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$. By Corollary 3.16 there exist bounded linear operators $\Xi_{-1}, \ldots, \Xi_{\mathbf{J}-1}$ mapping $\mathrm{L}_{s}^{2}$ to $\mathrm{L}_{t}^{2}$, which satisfy

$$
\begin{equation*}
\left\|L_{\omega, \mathbf{J}-1}(f, g)\right\|_{\mathrm{L}_{t}^{2, q, q+1}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(f, g)\|_{\mathrm{L}_{s}^{2, q, q+1}} \tag{3.51}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\omega, \mathbf{J}-1}:=L_{\omega}-\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Xi_{j} \tag{3.52}
\end{equation*}
$$

Moreover, $\|(f, g)\|_{L_{s}^{2, q, q+1}}$ can be further estimated by

$$
\|(f, g)\|_{\mathrm{L}_{s}^{2, q, q+1}} \leqslant c\left(\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}+\left\|C_{M, \eta} \mathcal{L}_{\omega}(\hat{F}, \hat{G})\right\|_{\mathrm{L}^{2, q, q+1}(\operatorname{supp} \nabla \eta)}\right)
$$

Using [24], Lemma 5.2(iv), we can estimate

$$
\left\|\mathcal{L}_{\omega} \hat{\Pi}_{\mathrm{reg}}(F, G)\right\|_{\mathrm{L}^{2, q, q+1}(\operatorname{supp} \nabla \eta)} \leqslant c\left\|\hat{\Pi}_{\mathrm{reg}}(F, G)\right\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)} \leqslant c\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

Looking at some term of $\hat{\Pi}_{C}(F, G)$ we see

$$
C_{M, \eta} \mathcal{L}_{\omega}\left(C P_{I}^{q}, C P_{J}^{q+1}\right)=C_{M, \eta} \mathcal{L}_{\omega}\left(\operatorname{div} \operatorname{rot} \tilde{\eta} P_{I}^{q}, \operatorname{rot} \operatorname{div} \tilde{\eta} P_{J}^{q+1}\right)
$$

because

$$
\mathcal{L}_{\omega}\left(\operatorname{rot} \operatorname{div} \tilde{\eta} P_{I}^{q}, \operatorname{div} \operatorname{rot} \tilde{\eta} P_{J}^{q+1}\right)=\frac{1}{\mathrm{i} \omega}\left(\operatorname{rot} \operatorname{div} \tilde{\eta} P_{I}^{q}, \operatorname{div} \operatorname{rot} \tilde{\eta} P_{J}^{q+1}\right) \in \mathrm{L}_{<N / 2}^{2, q, q+1}
$$

and thus $C_{M, \eta} \mathcal{L}_{\omega}\left(\operatorname{rot} \operatorname{div} \tilde{\eta} P_{I}^{q}\right.$, $\left.\operatorname{div} \operatorname{rot} \tilde{\eta} P_{J}^{q+1}\right)=0$ since $\operatorname{supp} \nabla \eta \cap \operatorname{supp} \tilde{\eta}=\emptyset$. Then with some $\tilde{s} \in(1 / 2, N / 2)$ we have $\left(\operatorname{div} \operatorname{rot} \tilde{\eta} P_{I}^{q}, \operatorname{rot} \operatorname{div} \tilde{\eta} P_{J}^{q+1}\right) \in \operatorname{Reg}_{\tilde{s}}^{q, 0}(\Omega)$ and therefore we may utilize [24], Lemma 5.2(iv), once more to estimate

$$
\left\|C_{M, \eta} \mathcal{L}_{\omega}\left(C P_{I}^{q}, C P_{J}^{q+1}\right)\right\|_{L^{2, q, q+1}(\operatorname{supp} \nabla \eta)} \leqslant c\left\|\left(\operatorname{div} \operatorname{rot} \tilde{\eta} P_{I}^{q}, \operatorname{rot} \operatorname{div} \tilde{\eta} P_{J}^{q+1}\right)\right\|_{L_{\tilde{s}}^{2, q, q+1}(\Omega)} \leqslant c
$$

Hence we obtain

$$
\left\|C_{M, \eta} \mathcal{L}_{\omega} \hat{\Pi}_{C}(F, G)\right\|_{\mathrm{L}^{2, q, q+1}(\operatorname{supp} \nabla \eta)} \leqslant c\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

Putting all together yields

$$
\|(f, g)\|_{\mathrm{L}_{s}^{2, q, q+1}} \leqslant c\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

and after inserting in (3.51)

$$
\left\|L_{\omega, \mathbf{J}-1}(f, g)\right\|_{\mathrm{L}_{t}^{2, q, q+1}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

Now using (3.52) and (3.49), (3.50) we obtain

$$
\eta \mathcal{L}_{\omega}(\hat{F}, \hat{G})=L_{\omega, \mathbf{J}-1}(f, g)+\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Xi_{j}\left(\eta+C_{M, \eta} \mathcal{L}_{\omega}\right)(\hat{F}, \hat{G})
$$

Collecting terms and utilizing (3.47) gives

$$
\begin{align*}
& \eta \mathcal{L}_{\omega}(F, G)+(-\mathrm{i} \omega)^{-1} \hat{\Pi}(F, G)-\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Xi_{j} \eta\left(\hat{\Pi}_{\mathrm{reg}}+\hat{\Pi}_{C}\right)(F, G) \\
& \quad-\sum_{j=-1}^{\mathbf{J}-1} \sum_{k=-1}^{\mathbf{J}-1-j}(-\mathrm{i} \omega)^{j+k} \Xi_{j} C_{M, \eta} \mathcal{K}_{k}\left(\hat{\Pi}_{\mathrm{reg}}+\hat{\Pi}_{C}\right)(F, G) \\
& \quad=L_{\omega, \mathbf{J}-1}(f, g)+\sum_{j=-1}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \Xi_{j} C_{M, \eta} \mathcal{L}_{\omega, \mathbf{J}-1-j}^{\mathcal{K}}(\hat{F}, \hat{G}) . \tag{3.53}
\end{align*}
$$

Moreover, the continuity of the operators $\Xi_{j}$ from $\mathrm{L}_{s}^{2}$ to $\mathrm{L}_{t}^{2}$ as well as Theorem 3.13 yield

$$
\begin{aligned}
\left\|\Xi_{j} C_{M, \eta} \mathcal{L}_{\omega, \mathbf{J}-1-j}^{\mathcal{K}}(\hat{F}, \hat{G})\right\|_{\mathrm{L}_{t}^{2, q, q+1}} & \leqslant c\left\|\mathcal{L}_{\omega, \mathbf{J}-1-j}^{\mathcal{K}}(\hat{F}, \hat{G})\right\|_{\mathrm{L}^{2, q, q+1}(\operatorname{supp} \nabla \eta)} \\
& \leqslant c|\omega|^{\mathbf{J}-j}\|(\hat{F}, \hat{G})\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
\end{aligned}
$$

Therefore the right-hand side of (3.53) behaves in the $\mathrm{L}_{t}^{2, q, q+1}$-norm like

$$
\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

and thus so does the left-hand side. By (3.48)

$$
\left\|\eta \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}^{2}, q, q+1}\left(\Omega_{\mathrm{b}}\right)=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)}
$$

holds also for every bounded domain $\Omega_{\mathrm{b}} \subset \mathbb{R}^{N}$. Applying Lemma 3.3 we find that the left-hand side of (3.53) equals $\eta \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)$ and this yields finally

$$
\left\|\eta \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)},
$$

which completes our proof.

### 3.4. Fourth step

We are ready to face the proof of the Main Theorem. This last step may be done by an abstract argument similar to [45], Lemma 12. Thus our aim is to identify two Banach spaces $X$ and $Y$, such that all operators involved in our asymptotic belong to $B(X, Y)$, which denotes the space of all bounded linear operators from $X$ to $Y$. Good candidates are $X=\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $Y=\mathrm{L}_{t}^{2, q, q+1}(\Omega)$ as well as $B(X, Y)=B_{s, t}:=B\left(\mathrm{~L}_{s}^{2, q, q+1}(\Omega), \mathrm{L}_{t}^{2, q, q+1}(\Omega)\right)$ for some $s>t$.

By Theorem 3.17 and (3.47) the ingredients of our asymptotic are the linear operators $\mathcal{L}_{\omega}$ and $\mathcal{K}_{j}$, $j=-1, \ldots, \mathbf{J}-1$, i.e. the operators

$$
\Lambda, \quad \Pi, \quad \mathcal{L}_{\omega} \quad \text { and } \quad \mathcal{L}^{j}, \quad j=0, \ldots, \mathbf{J},
$$

as well as the correction operators

$$
\Gamma_{j}, \quad j=0, \ldots, \mathbf{J}-N .
$$

Moreover, the correction operators $\Gamma_{j}$ map to $\operatorname{Cor}^{q, j}(\Omega)$ and their coefficients are given by the scalar products

$$
s_{\sigma, m}^{E, \ell}(F, G):=\left\langle(F, G), E_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega), \quad s_{\sigma, m}^{H, \ell}(F, G):=\left\langle(F, G), H_{\sigma, m}^{+, \ell}\right\rangle_{\tilde{\mathrm{L}}^{2}, q, q+1}(\Omega)
$$

and the numbers $\xi_{1, \gamma, n,-}^{\ell, \sigma, m}, \zeta_{1, \gamma, n,-}^{\ell, \sigma, m}$. (See the definitions and remarks around Theorems 3.5 and 3.13.)
Let us assume $\omega$ to be small enough and still for the moment the perturbation $\hat{\Lambda}$ to be compactly supported. Then clearly $\Lambda \in B_{s, t}$ for all $s \geqslant t$. By Lemma 3.8

$$
\begin{align*}
& \left.\Pi \in B\left(\mathrm{~L}_{s}^{2, q, q+1}(\Omega),{ }_{0}^{\circ} \stackrel{\mathrm{R}}{t}_{q}^{( }\right) \times{ }_{0} \mathrm{D}_{t}^{q+1}(\Omega)\right) \subset B_{s, t} \\
& \Pi_{\mathrm{reg}} \in B\left(\mathrm{~L}_{s}^{2, q, q+1}(\Omega), \operatorname{Reg}_{s}^{q,-1}(\Omega)\right) \subset B_{s, t} \tag{3.54}
\end{align*}
$$

for all $s \in(1-N / 2, \infty) \backslash \mathbb{I}$ and $t \leqslant s, t<N / 2$, since the embedding $\operatorname{Reg}_{s}^{q,-1}(\Omega) \subset \operatorname{Reg}_{t}^{q, 0}(\Omega)$ is continuous. By [24], Theorem 3.5 (see also [24], Corollary 3.9) for $s,-t>1 / 2$

$$
\begin{equation*}
\mathcal{L}_{\omega} \in B\left(\mathrm{~L}_{s}^{2, q, q+1}(\Omega), \stackrel{\circ}{\mathbf{R}}_{t}^{q}(\Omega) \times \mathbf{D}_{t}^{q+1}(\Omega)\right) \subset B_{s, t} . \tag{3.55}
\end{equation*}
$$

By [25], Theorem 5.10,

$$
\begin{equation*}
\mathcal{L}^{j} \in B\left(\operatorname{Reg}_{s}^{q,-1}(\Omega), \operatorname{Reg}_{t}^{q, 0}(\Omega)\right) \tag{3.56}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\mathcal{L}^{j} \Pi_{\mathrm{reg}} \in B_{s, t} \tag{3.57}
\end{equation*}
$$

for $s \in(j-N / 2, \infty) \backslash \mathbb{I}$ and $t \leqslant s-j, t<N / 2-j$. By Lemma 2.6

$$
\begin{equation*}
E_{\sigma, m}^{+, k}, H_{\sigma, m}^{+, k} \in \mathrm{~L}_{t}^{2, q, q+1}(\Omega) \tag{3.58}
\end{equation*}
$$

for $t<-k-\sigma-N / 2$ and thus

$$
\begin{equation*}
\operatorname{Cor}^{q, j}(\Omega)=\operatorname{Lin}\left\{\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, n}^{+, k}: k+2 \sigma \leqslant j\right\} \subset \mathrm{L}_{t}^{2, q, q+1}(\Omega) \tag{3.59}
\end{equation*}
$$

for all $t<-j-N / 2$. Moreover, $s_{\sigma, m}^{E, k-2 \sigma+1}, s_{\sigma, m}^{H, k-2 \sigma+1}$ and $s_{\sigma, m}^{E, 0}, s_{\sigma, m}^{H, 0}$ are continuous linear functionals on $\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ for $s \in(j+1+N / 2, \infty) \backslash \mathbb{I}$ since again by Lemma 2.6

$$
E_{\sigma, m}^{+, k-2 \sigma+1}, H_{\sigma, m}^{+, k-2 \sigma+1}, E_{\sigma, m}^{+, 0}, H_{\sigma, m}^{+, 0} \in \mathrm{~L}_{<\sigma-k-1-N / 2}^{2, q, q+1}(\Omega) \subset \mathrm{L}_{-s}^{2, q, q+1}(\Omega)
$$

for $0 \leqslant 2 \sigma \leqslant k \leqslant j$. This yields for $s \in(j+1+N / 2, \infty) \backslash \mathbb{I}$ and $t<-j-N / 2$

$$
\begin{equation*}
\Gamma_{j} \in B\left(\mathrm{~L}_{s}^{2, q, q+1}(\Omega), \operatorname{Cor}^{q, j}(\Omega)\right) \subset B_{s, t} . \tag{3.60}
\end{equation*}
$$

Now we weaken our assumptions on the perturbations $\hat{\Lambda}$, such that they do not have to be compactly supported anymore. Thus let us assume $\Lambda$ to be $\tau$ - $\mathrm{C}^{1}$-admissible. By [24], Lemma 5.2, $\mathbb{P}$, the generalized point spectrum of $\mathcal{M}$, does not accumulate at zero for $\tau>(N+1) / 2$, i.e. $\mathcal{L}_{\omega}$ is well defined for small $\omega$. Furthermore, the following assertions still hold true:
(3.54) for $\tau>0, \tau>s+1-N / 2$ and $\tau \geqslant-s-1$,
(3.55) for $\tau>1$,
(3.56) for $\tau>0, \tau>s-N / 2$ and $\tau \geqslant j-s-1$,
(3.57) if (3.54) and (3.56),
(3.58) for $\tau>k+\sigma$ and $\tau \geqslant N / 2-1$,
(3.59) for $\tau>j$ and $\tau \geqslant N / 2-1$,
(3.60) for $\tau>j+1$ and $\tau \geqslant N / 2-1$.

Collecting the values for $s, t$ and $\tau$ we obtain the following lemma.
Lemma 3.18. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $\mathbb{I} \not \ngtr s>\max \{1 / 2, \mathbf{J}+1-N / 2\}$ as well as $t<\min \{-1 / 2, N / 2-\mathbf{J}\}$, $t \leqslant s-\mathbf{J}$. Moreover, let

$$
\tau>\max \left\{\frac{N+1}{2}, s+1-\frac{N}{2}\right\}
$$

Then for $j=0, \ldots, \mathbf{J}-1$ and $i=0, \ldots, \mathbf{J}-N$

$$
\mathcal{L}_{\omega}, \Pi, \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}, \Gamma_{i} \in B_{s, t}
$$

and thus also for $j=-1, \ldots, \mathbf{J}-1$

$$
\mathcal{K}_{j}, \mathcal{L}_{\omega, j}^{\mathcal{X}} \in B_{s, t} .
$$

Now we approximate $\hat{\Lambda}$ by compactly supported perturbations. For this purpose we define the cut-off functions $\varphi_{n}:=(1-\boldsymbol{\eta})(r / n), n \in \mathbb{N}$ and

$$
\Lambda_{n}:=\operatorname{Id}+\varphi_{n} \hat{\Lambda} .
$$

(We note $\left.\varphi_{n}\right|_{U_{n}} \equiv 1$ and $\left.\varphi_{n}\right|_{A_{2 n}} \equiv 0$.) Then $\Lambda_{n}$ converges to $\Lambda$ for $n \rightarrow \infty$ pointwise a.e. and also in the operator norm of $B_{t, t}$ for all $t \in \mathbb{R}$ since $\tau>0$. Moreover, if $\tau>s-t$ this convergence also holds true in $B_{t, s}$.

From now on all operators, forms and numbers carrying an index $n$ correspond to the truncated transformation $\Lambda_{n}$.

By a short calculation and a regularity result, e.g. [23], Korollar 3.8(ii), we obtain the following lemma.
Lemma 3.19. Let $\tau>0$. For all $s \in \mathbb{R}$ and $r_{2} \leqslant n \in \mathbb{N}$

$$
\begin{aligned}
& \stackrel{\circ}{\mathrm{R}}_{s}^{q}(\Omega) \cap \varepsilon^{-1} \mathrm{D}_{s}^{q}(\Omega) \subset \stackrel{\circ}{\mathrm{R}}_{s}^{q}(\Omega) \cap \varepsilon_{n}^{-1} \mathrm{D}_{s}^{q}(\Omega), \\
& \mu^{-1} \stackrel{\circ}{\mathrm{R}}_{s}^{q+1}(\Omega) \cap \mathrm{D}_{s}^{q+1}(\Omega) \subset \mu_{n}^{-1} \stackrel{\circ}{\mathrm{R}}_{s}^{q+1}(\Omega) \cap \mathrm{D}_{s}^{q+1}(\Omega)
\end{aligned}
$$

hold with continuous embeddings, whose norms do not depend on $n$.
Let $s, t$ and $\tau$ satisfy the assumptions of Lemma 3.18 and $\tau>s-t$. Applying the latter lemma our static operators $\varepsilon \mathfrak{M a x}_{s-1}^{q}$ and $\varepsilon_{n} \mathfrak{M a x}_{s-1}^{q}$ from [25], Theorem 4.6, are well defined on their common domain of definition $D\left({ }_{\varepsilon} \mathcal{M a x}{ }_{s-1}^{q}\right)$. A long but straightforward computation shows that $\varepsilon_{n} \mathfrak{M a x}_{s-1}^{q}$ converges to ${ }_{\varepsilon} \mathfrak{M a x}_{s-1}^{q}$ in the operator norm of $B\left(D\left({ }_{\varepsilon} \mathcal{M a x}_{s-1}^{q}\right)\right.$, $\left.\mathbb{W}_{s}^{q}(\Omega)\right)$. Therefore also the inverse operators converge in the operator norm and clearly the same holds true for ${ }^{\mu} \mathfrak{M a x}_{s-1}^{q+1}$ and $\mu^{\mu_{n}} \mathfrak{M a x}_{s-1}^{q+1}$.

Since $\mathcal{L}_{0}$ consists of the inverses of ${ }_{\varepsilon} \mathfrak{M a x}{ }_{s-1}^{q}$ and ${ }^{\mu} \mathfrak{M a x}_{s-1}^{q+1}$ also ${ }_{n} \mathcal{L}_{0}$ converges to $\mathcal{L}_{0}$ in the operator norm. Thus ${ }_{n} \mathcal{L}$ converges to $\mathcal{L}$ in the operator norm and the same holds true for their powers. By Lemmas 2.4 and $2.6{ }_{n} E_{\sigma, m}^{+, k}$ resp. ${ }_{n} H_{\sigma, m}^{+, k}$ converge to $E_{\sigma, m}^{+, k}$ resp. $H_{\sigma, m}^{+, k}$ in the corresponding $\mathrm{L}_{t}^{2, q, q+1}(\Omega)$. Looking at the representations in Lemma 2.6 the coefficients ${ }_{n} \xi^{k, \sigma,}$ and ${ }_{n} \zeta^{k, \sigma,}$ of ${ }_{n} E_{\sigma, m}^{+, k}$ and ${ }_{n} H_{\sigma, m}^{+, k}$ converge to $\xi^{k, \sigma}$, and $\zeta^{k, \sigma}$, in $\mathbb{C}$. Hence also the correction operators ${ }_{n} \Gamma_{j}$ converge to $\Gamma_{j}$ in the operator norm. Furthermore, it follows that the projections $\Pi_{n}$ and $\Pi_{\mathrm{reg}, n}$ converge to $\Pi$ and $\Pi_{\mathrm{reg}}$ in the respective operator norms.

It remains to discuss the time-harmonic solution operator. For $\omega$ small enough and right-hand sides $(F, G) \in \mathrm{L}_{>1 / 2}^{2, q, q+1}(\Omega)$ we define

$$
(E, H):=\mathcal{L}_{\omega}(F, G),\left(E_{n}, H_{n}\right):={ }_{n} \mathcal{L}_{\omega}(F, G) \in \stackrel{\circ}{\mathbf{R}}_{<-1 / 2}^{q}(\Omega) \times \mathbf{D}_{<-1 / 2}^{q+1}(\Omega) .
$$

Consequently the difference form $(e, h):=(E, H)-\left(E_{n}, H_{n}\right)$ satisfies the radiation condition and solves

$$
(M+\mathrm{i} \omega \Lambda)(e, h)=\mathrm{i} \omega\left(\Lambda_{n}-\Lambda\right)\left(E_{n}, H_{n}\right) .
$$

For $\tau>1$ we have $\left(\Lambda_{n}-\Lambda\right)\left(E_{n}, H_{n}\right) \in \mathrm{L}_{>1 / 2}^{2, q, q+1}(\Omega)$ and thus $(e, h)=\mathrm{i} \omega \mathcal{L}_{\omega}\left(\Lambda_{n}-\Lambda\right)\left(E_{n}, H_{n}\right)$, i.e.

$$
\mathcal{L}_{\omega}-{ }_{n} \mathcal{L}_{\omega}=\mathrm{i} \omega \mathcal{L}_{\omega}\left(\Lambda_{n}-\Lambda\right)_{n} \mathcal{L}_{\omega} .
$$

(Interchanging $\Lambda$ and $\Lambda_{n}$ yields $\mathcal{L}_{\omega}\left(\Lambda_{n}-\Lambda\right)_{n} \mathcal{L}_{\omega}={ }_{n} \mathcal{L}_{\omega}\left(\Lambda_{n}-\Lambda\right) \mathcal{L}_{\omega}$. ) Since $\Lambda_{n} \rightarrow \Lambda$ in $B_{t, s}$ we obtain ${ }_{n} \mathcal{L}_{\omega} \rightarrow \mathcal{L}_{\omega}$ in $B_{s, t}$.

Summing up and using Theorem 3.17 we finally achieve the following lemma.
Lemma 3.20. Let $\mathbf{J} \in \mathbb{N}$ and $s \in(\mathbf{J}+1 / 2, \infty) \backslash \mathbb{I}$ as well as $t<\min \{-1 / 2, N / 2-\mathbf{J}-2\}$. Moreover, let

$$
\tau>\max \left\{\frac{N+1}{2}, s-t\right\}
$$

Then for $\omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $j=-1, \ldots, \mathbf{J}-1$

$$
{ }_{n} \mathcal{L}_{\omega} \xrightarrow{n \rightarrow \infty} \mathcal{L}_{\omega} \quad \text { in } B_{s, t}, \quad{ }_{n} \mathcal{K}_{j} \xrightarrow{n \rightarrow \infty} \mathcal{K}_{j} \quad \text { in } B_{s, t}, \quad \Lambda_{n} \xrightarrow{n \rightarrow \infty} \Lambda \quad \text { in } B_{t, s}
$$

as well as for all $n$

$$
\mathcal{L}_{\omega}-{ }_{n} \mathcal{L}_{\omega}=\mathrm{i} \omega \mathcal{L}_{\omega}\left(\Lambda_{n}-\Lambda\right)_{n} \mathcal{L}_{\omega}
$$

and

$$
\left\|{ }_{n} \mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}\right\|_{B_{s, t}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right) .
$$

Now we have to modify the result [45], Lemma 12, slightly.
Lemma 3.21. Let $\mathbf{J} \in \mathbb{N}_{0}, \hat{\omega}>0, \omega \in \mathbb{C}_{+, \hat{\omega}} \backslash\{0\}$ and $X, Y$ be Banach spaces. Moreover, let $\mathcal{L}_{\omega}, \mathcal{L}_{\omega}^{(n)}$ and $\mathcal{K}_{j}, \mathcal{K}_{j}^{(n)}$ for $j=-1, \ldots, \mathbf{J}-1$ resp. $\mathcal{N}^{(n)}$ for $n \in \mathbb{N}$ be families of bounded linear operators from $X$ to $Y$ resp. $Y$ to $X$. Furthermore, let

$$
\mathcal{N}^{(n)} \rightarrow 0, \quad \mathcal{K}_{j}^{(n)} \rightarrow \mathcal{K}_{j}, \quad j=-1, \ldots, \mathbf{J}-1
$$

with convergence in the respective operator norms and

$$
\begin{equation*}
\mathcal{L}_{\omega}-\mathcal{L}_{\omega}^{(n)}=\omega \mathcal{L}_{\omega} \mathcal{N}^{(n)} \mathcal{L}_{\omega}^{(n)} \tag{3.61}
\end{equation*}
$$

as well as for all $n$

$$
\mathcal{L}_{\omega}^{(n)}-\sum_{j=-1}^{\mathbf{J}-1} \mathcal{K}_{j}^{(n)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)
$$

as $\omega \rightarrow 0$ with respect to the operator norm in $B(X, Y)$. Then also

$$
\mathcal{L}_{\omega}-\sum_{j=-1}^{\mathbf{J}-1} \mathcal{K}_{j}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)
$$

holds as $\omega \rightarrow 0$ with respect to the operator norm in $B(X, Y)$.
Proof. The proof is quite similar to the one of [45], Lemma 12 and hence may be omitted here. We just note that in the Maxwell case it is indispensable that (3.61) contains a term $\omega \mathcal{N}^{(n)}$ contrary to just $\mathcal{N}^{(n)}$ in the case of the Helmholtz equation or the equations of linear elasticity.

We are ready for the following proof.
Proof of the Main Theorem. If we set $X:=\mathrm{L}_{s}^{2, q, q+1}(\Omega)$ and $Y:=\mathrm{L}_{t}^{2, q, q+1}(\Omega)$, then a combination of Lemmas 3.20 and 3.21 yields our desired asymptotic

$$
\left\|\mathcal{L}_{\omega, \mathbf{J}-1}^{\mathcal{K}}\right\|_{B_{s, t}}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right),
$$

which proves the main theorem for $\mathbf{J} \geqslant 1$. If $\mathbf{J}=0$ we have by Lemma 3.8 and (3.40)

$$
\mathcal{L}_{\omega,-1}^{\mathcal{K}}=\mathcal{L}_{\omega}+(-\mathrm{i} \omega)^{-1} \Pi=\mathcal{L}_{\omega} \Pi_{\mathrm{reg}} .
$$

Hence [24], Lemma 5.2(iv), yields the stated assertion.
To prove the first remark we compute $M \mathcal{L}_{\omega, j}^{\mathcal{K}}=-\mathrm{i} \omega \Lambda \mathcal{L}_{\omega, j-1}^{\mathcal{K}}$ for $0 \leqslant j \leqslant \mathbf{J}-1$ and

$$
M \mathcal{L}_{\omega,-1}^{\mathcal{K}}=M \mathcal{L}_{\omega}=M \mathcal{L}_{\omega} \Pi_{\mathrm{reg}}=\Pi_{\mathrm{reg}}-\mathrm{i} \omega \Lambda \mathcal{L}_{\omega} \Pi_{\mathrm{reg}} .
$$

Moreover, we set $\tilde{s}:=s, \tilde{t}:=t$ or $\tilde{t}:=t+1$. Then for $\mathbf{J} \geqslant 2$ we may utilize the main theorem with $\mathbf{J}-1$, $\tilde{s}, \tilde{t}$ and for $\mathbf{J} \in\{0,1\}$ once more [24], Lemma 5.2(iv), which completes the proof of Remark A.

Using the Main Theorem as well as Definitions 3.4 and 3.12 and the corresponding remarks we note two final observations concerning the correction operators.

Remark 3.22. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s, t, \tau$ be as in the Main Theorem as well as $(F, G) \in \operatorname{Reg}_{s}^{q, 0}(\Omega)$.
(i) For $\mathbf{J} \leqslant N$ we have the noncorrected asymptotic

$$
\begin{equation*}
\left\|\left(\mathcal{L}_{\omega}-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j}\right)(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)}=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)} . \tag{3.62}
\end{equation*}
$$

(ii) For $\mathbf{J} \geqslant N+1$ we know by Theorem 2.3 and Lemma 2.15 that the noncorrected asymptotic (3.62) holds true for $(F, G) \in \operatorname{Reg}_{s}^{q, \mathbf{J}}(\Omega)$, i.e. for $(F, G)$ perpendicular (in $\mathrm{L}^{2, q, q+1}(\Omega)$ ) to all special growing forms $\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, n}^{+, k} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)$ with $1 \leqslant k \leqslant \mathbf{J}$. Albeit this condition is sufficient for (3.62) to hold it is not sharp. Of course the noncorrected asymptotic (3.62) holds, if and only if $\Gamma_{j}(F, G)=\hat{\Gamma}_{j-1}(F, G)=0$ for all $j=1, \ldots, \mathbf{J}-N$, i.e. $(F, G)$ must be perpendicular only to all $\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, n}^{+, k} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)$ with $1 \leqslant k \leqslant \mathbf{J}-N$.

Remark 3.23. Let $\mathbf{J} \in \mathbb{N}_{0}$ and $s, t, \tau$ be as in the Main Theorem as well as $(F, G) \in \mathrm{L}_{s}^{2, q, q+1}(\Omega)$.
(i) For $\mathbf{J} \leqslant N-1$ we have the noncorrected asymptotic

$$
\begin{align*}
& \left\|\left(\mathcal{L}_{\omega}+(-\mathrm{i} \omega)^{-1} \Pi-\sum_{j=0}^{\mathbf{J}-1}(-\mathrm{i} \omega)^{j} \mathcal{L}_{0} \mathcal{L}^{j} \Pi_{\mathrm{reg}}\right)(F, G)\right\|_{\mathrm{L}_{t}^{2, q, q+1}(\Omega)} \\
& \quad=\mathcal{O}\left(|\omega|^{\mathbf{J}}\right)\|(F, G)\|_{\mathrm{L}_{s}^{2, q, q+1}(\Omega)} \tag{3.63}
\end{align*}
$$

(ii) For $\mathbf{J} \geqslant N$ the noncorrected asymptotic (3.63) holds true, if and only if all correction operator terms $\Gamma_{j}(F, G)=0$ for all $j=0, \ldots, \mathbf{J}-N$, i.e. if and only if $(F, G)$ is perpendicular to all special growing forms $\Lambda^{-1} E_{\sigma, m}^{+, k}, \Lambda^{-1} H_{\sigma, n}^{+, k} \in \mathrm{~L}_{-s}^{2, q, q+1}(\Omega)$ with $0 \leqslant k \leqslant \mathbf{J}-N$.
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