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#### Abstract

It is shown that the first biharmonic boundary value problem on a topologically trivial domain in 3D is equivalent to three (consecutively to solve) second-order problems. This decomposition result is based on a Helmholtzlike decomposition of an involved non-standard Sobolev space of tensor fields and a proper characterization of the operator divDiv acting on this space. Similar results for biharmonic problems in 2D and their impact on the construction and analysis of finite element methods have been recently published in Krendl et al. [A decomposition result for biharmonic problems and the Hellan-Herrmann-Johnson method. Electron Trans Numer Anal. 2016;45:257-282]. The discussion of the kernel of divDiv leads to (de Rhamlike) closed and exact Hilbert complexes, the divDiv-complex and its adjoint the Gradgrad-complex, involving spaces of trace-free and symmetric tensor fields. For these tensor fields, we show Helmholtz type decompositions and, most importantly, new compact embedding results. Almost all our results hold and are formulated for general bounded strong Lipschitz domains of arbitrary topology. There is no reasonable doubt that our results extend to strong Lipschitz domains in $\mathbb{R}^{N}$.
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## 1. Introduction

In [1] it was shown that the fourth-order biharmonic boundary value problem

$$
\begin{equation*}
\Delta^{2} u=f \quad \text { in } \Omega, \quad u=\partial_{n} u=0 \quad \text { on } \Gamma, \tag{1}
\end{equation*}
$$

where $\Omega$ is a bounded and simply connected domain in $\mathbb{R}^{2}$ with a (strong) Lipschitz boundary ${ }^{1} \Gamma, f$ is a given right-hand side, $\Delta$ and $\partial_{n}$ denote the Laplace operator and the derivative in direction of the outward normal vector $\mathbf{n}$, respectively, can be decomposed into three second-order problems. The first problem is a Dirichlet-Poisson problem for an auxiliary scalar field $p$

$$
\Delta p=f \quad \text { in } \Omega, \quad p=0 \quad \text { on } \Gamma
$$

the second problem is a linear elasticity Neumann problem for an auxiliary vector field $\mathbf{v}$

$$
\operatorname{Div}(\operatorname{symGrad} \mathbf{v})=-\operatorname{grad} p \quad \text { in } \Omega, \quad(\operatorname{symGrad} \mathbf{v}) \mathbf{n}=-p \mathbf{n}=0 \quad \text { on } \Gamma,
$$

and, finally, the third problem is again a Dirichlet-Poisson problem for the original scalar field $u$

$$
\Delta u=2 p+\operatorname{div} \mathbf{v} \quad \text { in } \Omega, \quad u=0 \quad \text { on } \Gamma .
$$

[^0]Here the differential operators grad, Grad, div, and Div denote the gradient of a scalar field, the gradient of a vector field, the divergence of a vector field, and the divergence of a tensor field, respectively. The prefix sym is used for the symmetric part of a matrix.

This decomposition is of triangular structure, i.e. the first problem is a well-posed second-order problem in $p$, the second problem is a well-posed second-order problem in $\mathbf{v}$ for given $p$, and the third problem is a well-posed second-order problem in $u$ for given $p$ and $\mathbf{v}$. This allows to solve them consecutively analytically or numerically by means of techniques for second-order problems.

This is - in the first place - a new analytic result for fourth-order problems. But it also has interesting implications for discretization methods applied to (1). It allows to re-interpret known finite element methods as well as to construct new discretization methods for (1) by exploiting the decomposable structure of the problem. In particular, it was shown in [1] that the Hellan-Herrmann-Johnson mixed method (see [2-4]) for (1) allows a similar decomposition as the continuous problem, which leads to a new and simpler assembling procedure for the discretization matrix and to more efficient solution techniques for the discretized problem. Moreover, a novel conforming variant of the Hellan-Herrmann-Johnson mixed method was found based on the decomposition.

We will see that the situation in $\mathbb{R}^{3}$ is much more complicated. The main application of this paper is to derive a similar decomposition result for biharmonic problems (1) on bounded and topologically trivial three-dimensional domains $\Omega \subset \mathbb{R}^{3}$ with a (strong) Lipschitz boundary $\Gamma$. For this we proceed as in [1] and reformulate (1) using

$$
\Delta^{2}=\operatorname{divDiv} \text { Gradgrad }
$$

as a mixed problem by introducing the (negative) Hessian of the original scalar field $u$ as an auxiliary tensor field

$$
\begin{equation*}
\mathbf{M}=-\operatorname{Gradgrad} u . \tag{2}
\end{equation*}
$$

Then the biharmonic differential equation reads

$$
\begin{equation*}
-\operatorname{divDiv} \mathbf{M}=f \quad \text { in } \Omega \tag{3}
\end{equation*}
$$

For an appropriate non-standard Sobolev space for $\mathbf{M}$ it can be shown that the mixed problem in $\mathbf{M}$ and $u$ is well-posed, see (31)-(32). Then the decomposition of the biharmonic problem follows from a regular decomposition of this non-standard Sobolev space, see Lemma 3.21. This part of the analysis carries over completely from the two-dimensional case to the three-dimensional case and is recalled in Section 4. To efficiently utilize this regular decomposition for the decomposition of the biharmonic problem an appropriate characterization of the kernel of the operator divDiv is required, which is well understood for the two-dimensional case, see, e.g. [1,5,6]. Its extension to the threedimensional case is one of the central topics of this paper. We expect - as in the two-dimensional case - similar interesting implications for the study of appropriate discretization methods for fourthorder problems in the three-dimensional case.

Another application comes from the theory for general relativity and gravitational waves. There, the so-called linearized Einstein-Bianchi system reads as the Maxwell's equations

$$
\begin{aligned}
\partial_{t} \mathbf{E}+\operatorname{Curl} \mathbf{B}=\mathbf{F}, & \operatorname{Div} \mathbf{E}=\mathbf{f} \quad \text { in } \Omega, \\
\partial_{t} \mathbf{B}-\operatorname{Curl} \mathbf{E}=\mathbf{G}, & \operatorname{Div} \mathbf{B}=\mathbf{g} \quad \text { in } \Omega,
\end{aligned}
$$

but with symmetric and deviatoric (trace-free) tensor fields $\mathbf{E}$ and $\mathbf{B}$, where Curl denotes the rotation of a tensor field, see [7] for more details, especially on the modeling.

The paper is organized as follows: in Section 1.1 we summarize some basic notations from linear algebra and introduce several differential operators, which enable us to present in Section 1.2 some of the main analytical results in a non-rigorous way and the application of these results to the threedimensional biharmonic equation, i.e. to (1) for $\Omega \subset \mathbb{R}^{3}$. The mathematically rigorous part, where
also all precise definitions can be found, begins with preliminaries in Section 2 and introduces our general functional analytical setting. Then we will discuss the relevant unbounded linear operators, show closed and exact Hilbert complex properties, and present a suitable representation of the kernel of divDiv for the three-dimensional case in Section 3.1 for topologically trivial domains. In Section 3.2 we extend our results to (strong) Lipschitz domains with arbitrary topology based on two new and crucial compact embeddings. In the final Section 4 we give a detailed study of the application of our results to the three-dimensional biharmonic equation from Section 1.2. The proofs of some useful identities are presented in an Appendix.

### 1.1. Notations

Throughout the paper lower-case standard letters are used for denoting scalars and scalar functions, lower-case boldface letters for vectors and vector fields, and upper-case boldface letters for matrices/tensors and tensor fields.

We will use the following standard notations from linear algebra. For vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$ and matrices $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{3 \times 3}$ the expressions

$$
\mathbf{a} \cdot \mathbf{b} \text { and } \mathbf{A}: \mathbf{B}
$$

denote the Euclidean inner product of vectors and the Frobenius inner product of matrices, respectively. The exterior product of two vectors $\mathbf{a}$ and $\mathbf{b}$ is denoted by $\mathbf{a} \times \mathbf{b}$. The exterior product $\mathbf{a} \times \mathbf{B}$ of a vector $\mathbf{a} \in \mathbb{R}^{3}$ and a matrix $\mathbf{B} \in \mathbb{R}^{3 \times 3}$ is defined as the matrix which is obtained by applying the exterior product row-wise. With the help of the Levi-Civita symbol $\varepsilon_{i j k}$ the exterior products can be expressed in the following way:

$$
\mathbf{a} \times \mathbf{b}=\left(\sum_{j, k=1}^{3} \varepsilon_{i j k} \mathbf{a}_{j} \mathbf{b}_{k}\right)_{i=1,2,3} \quad \text { and } \quad \mathbf{a} \times \mathbf{B}=\left(\sum_{k, \ell=1}^{3} \varepsilon_{j k \ell} \mathbf{a}_{k} \mathbf{B}_{i \ell}\right)_{i, j=1,2,3}
$$

For a vector $\mathbf{a} \in \mathbb{R}^{3}$ the matrix spn $\mathbf{a} \in \mathbb{R}^{3 \times 3}$ is defined by

$$
\operatorname{spn} \mathbf{a}=\left[\begin{array}{ccc}
0 & -\mathbf{a}_{3} & \mathbf{a}_{2} \\
\mathbf{a}_{3} & 0 & -\mathbf{a}_{1} \\
-\mathbf{a}_{2} & \mathbf{a}_{1} & 0
\end{array}\right]
$$

Note that spn is a bijective mapping from $\mathbb{R}^{3}$ to the set of skew-symmetric matrices in $\mathbb{R}^{3 \times 3}$ with the inverse mapping $\mathrm{spn}^{-1}$. Observe that $\mathbf{a} \times \mathbf{b}=(\operatorname{spn} \mathbf{a}) \mathbf{b}$ and $\mathbf{a} \times \mathbf{B}=\mathbf{B} \operatorname{spn} \mathbf{a}^{\top}=-\mathbf{B} \operatorname{spn} \mathbf{a}$.

We use

$$
\operatorname{sym} \mathbf{A}=\frac{1}{2}\left(\mathbf{A}+\mathbf{A}^{\top}\right), \quad \operatorname{skw} \mathbf{A}=\frac{1}{2}\left(\mathbf{A}-\mathbf{A}^{\top}\right), \quad \operatorname{tr} \mathbf{A}=\sum_{i=1}^{3} \mathbf{A}_{i i}, \quad \text { and } \quad \operatorname{dev} \mathbf{A}=\mathbf{A}-\frac{1}{3}(\operatorname{tr} \mathbf{A}) \mathbf{I}
$$

for denoting the symmetric part, the skew-symmetric part, the trace, and the deviatoric part of a matrix $\mathbf{A}$, respectively, where $\mathbf{I}$ is the identity matrix. Finally we introduce the sets

$$
\mathbb{S}=\left\{\mathbf{A} \in \mathbb{R}^{3 \times 3}: \mathbf{A}^{\top}=\mathbf{A}\right\} \quad \text { and } \quad \mathbb{T}=\left\{\mathbf{A} \in \mathbb{R}^{3 \times 3}: \operatorname{tr} \mathbf{A}=0\right\}
$$

of symmetric matrices and deviatoric (trace-free) matrices in $\mathbb{R}^{3 \times 3}$.
For the convenience of the reader we summarize the definitions for differential operators used in this paper: Let $\varphi$ be a scalar field, $\boldsymbol{\phi}$ be a vector field, and $\boldsymbol{\Phi}$ be a tensor field. In strong form the
gradient of $\varphi$ and the gradient of $\phi$ are given by

$$
\operatorname{grad} \varphi=\left(\partial_{i} \varphi\right)_{i=1,2,3}, \quad \operatorname{Grad} \phi=\left(\partial_{j} \phi_{i}\right)_{i, j=1,2,3}
$$

the divergence of $\boldsymbol{\phi}$ and divergence of $\boldsymbol{\Phi}$ are given by

$$
\operatorname{div} \boldsymbol{\phi}=\sum_{i=1}^{3} \partial_{i} \boldsymbol{\phi}_{i}, \quad \operatorname{Div} \boldsymbol{\Phi}=\left(\sum_{j=1}^{3} \partial_{j} \boldsymbol{\Phi}_{i j}\right)_{i=1,2,3},
$$

and the rotation of $\boldsymbol{\phi}$ and rotation of $\boldsymbol{\Phi}$ are given by

$$
\operatorname{curl} \boldsymbol{\phi}=\left(\sum_{j, k=1}^{3} \varepsilon_{i j k} \partial_{j} \boldsymbol{\phi}_{k}\right)_{i=1,2,3}, \quad \operatorname{Curl} \boldsymbol{\Phi}=\left(\sum_{k, \ell=1}^{3} \varepsilon_{j k \ell} \partial_{k} \boldsymbol{\Phi}_{i \ell}\right)_{i, j=1,2,3} .
$$

Note that the capitalized differential operators Grad, Div, and Curl result from the row-wise application of grad to a vector field, div and curl to a tensor field. We will also use the differential operators of the form of algebraic modifications of the respective differential operators, like symGrad and devGrad, which are given in strong form component-wise by

$$
[\operatorname{symGrad} \boldsymbol{\phi}]_{i, j}=\frac{1}{2}\left(\partial_{j} \boldsymbol{\phi}_{i}+\partial_{i} \boldsymbol{\phi}_{j}\right), \quad[\operatorname{devGrad} \boldsymbol{\phi}]_{i, j}=\partial_{j} \boldsymbol{\phi}_{i}-\frac{1}{3}(\operatorname{div} \boldsymbol{\phi}) \delta_{i j},
$$

where $\delta_{i j}$ denotes the Kronecker symbol. Second-order operators used in this papers are

$$
\operatorname{Gradgrad} u=\left(\partial_{j} \partial_{i} u\right)_{i, j=1,2,3}, \quad \operatorname{divDiv} \boldsymbol{\Phi}=\sum_{i, j=1}^{3} \partial_{i} \partial_{j} \boldsymbol{\Phi}_{i j}
$$

Additionally we need the differential operators symCurl and, on one occasion only, $\mathrm{Curl}^{\mathrm{Curl}}{ }^{\top}$, given by

$$
\operatorname{symCurl} \boldsymbol{\Phi}=\frac{1}{2}\left(\operatorname{Curl} \boldsymbol{\Phi}+(\operatorname{Curl} \boldsymbol{\Phi})^{\top}\right), \quad \operatorname{CurlCurl}{ }^{\top} \boldsymbol{\Phi}=\operatorname{Curl}\left((\operatorname{Curl} \boldsymbol{\Phi})^{\top}\right)
$$

for which we omit the rather lengthy expressions for the components, since they do not provide any additional insight for the results in this paper. Depending on the context, all these differential operators are understood in the distributional or in the weak sense.

Remark 1.1: For simplicity we will discuss here only scalar/vector/tensor fields with components in $\mathbb{R}$. The extension of the results to scalar/vector/tensor fields with components in $\mathbb{C}$ is straightforward.

### 1.2. Some main results

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded and topologically trivial strong Lipschitz domain. Based on a decomposition result of the non-standard Hilbert space for the auxiliary variable $\mathbf{M}$ a decomposition of the three-dimensional biharmonic problem (1) into three (consecutively to solve) second-order problems will be rigorously derived in Section 4. Written in strong form, the three resulting second-order equations are a Dirichlet-Poisson problem for the auxiliary scalar function $p$

$$
\Delta p=f \quad \text { in } \Omega, \quad p=0 \quad \text { on } \Gamma
$$

a second-order Neumann type Curl symCurl -Div-system for the auxiliary tensor field E

$$
\operatorname{tr} \mathbf{E}=0, \quad \text { Curl symCurl } \mathbf{E}=\operatorname{spn} \operatorname{grad} p, \quad \operatorname{Div} \mathbf{E}=0 \quad \text { in } \Omega,
$$

$$
\mathbf{n} \times \operatorname{symCurl} \mathbf{E}=p \operatorname{spn} \mathbf{n}=0, \quad \mathbf{E} \mathbf{n}=0 \quad \text { on } \Gamma,
$$

and, finally, a Dirichlet-Poisson problem for the original scalar function $u$

$$
\Delta u=3 p+\operatorname{tr} \operatorname{sym} C u r l \mathbf{E}=\operatorname{tr}(p \mathbf{I}+\operatorname{symCurl} \mathbf{E}) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \Gamma .
$$

Our results rely on the study of the Hilbert complexes

$$
\mathrm{H}^{2}(\Omega) \xrightarrow{\text { Gradgrad }} \mathcal{H}_{\mathbb{S}}(\mathrm{Curl}, \Omega) \xrightarrow{\text { Curl }} \mathcal{H}_{\mathbb{T}}(\mathrm{Div}, \Omega) \xrightarrow{\text { Div }} \mathbf{L}^{2}(\Omega)
$$

and

$$
\mathrm{L}^{2}(\Omega) \stackrel{\text { divDiv }}{\longleftarrow} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\text { symCurl }}{\longleftarrow} \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \stackrel{-\operatorname{devGrad}}{\longleftarrow} \mathbf{H}^{1}(\Omega)
$$

The involved Hilbert spaces are standard Lebesgue and Sobolev spaces $\mathrm{L}^{2}(\Omega), \mathrm{H}^{2}(\Omega)$ of real-valued functions, $\mathbf{L}^{2}(\Omega), \mathbf{H}^{1}(\Omega)$ of vector fields, Sobolev spaces $\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$ and $\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$ of symmetric tensor fields $\boldsymbol{\Phi}$ with $\operatorname{Curl} \boldsymbol{\Phi} \in \mathcal{L}^{2}(\Omega)$ (the space of square integrable tensor fields) and $\operatorname{divDiv} \boldsymbol{\Phi} \in \mathrm{L}^{2}(\Omega)$, respectively, as well as Sobolev spaces $\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ and $\mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega)$ of deviatoric (trace-free) tensor fields $\boldsymbol{\Phi}$ with $\operatorname{Div} \boldsymbol{\Phi} \in \mathbf{L}^{2}(\Omega)$ and symCurl $\boldsymbol{\Phi} \in \mathcal{L}^{2}(\Omega)$, respectively. We call these complexes the Gradgrad-complex and the divDiv-complex, respectively. Up to standard modifications concerning boundary conditions these complexes are dual or adjoint to each other. In this contribution we will study all important tools and properties for these complexes, such as Helmholtz type decompositions, potentials, regular decompositions, regular potentials, Poincaré type estimates, closed ranges, exactness, and, most importantly, the key property that certain canonical embeddings are compact.

In principle, such results are known in simpler situations, e.g. in electro-magnetic theory (Maxwell's equations), where one has to deal with the de Rham complex (grad-curl-div-complex)

$$
\mathbf{H}^{1}(\Omega) \xrightarrow{\mathrm{grad}} \mathbf{H}(\operatorname{curl}, \Omega) \xrightarrow{\text { curl }} \mathbf{H}(\operatorname{div}, \Omega) \xrightarrow{\text { div }} \mathrm{L}^{2}(\Omega) .
$$

In linear elasticity the elasticity complex $\left(\mathrm{CurlCurl}^{\top}\right.$-complex)

$$
\mathbf{H}^{1}(\Omega) \xrightarrow{\text { symGrad }} \mathcal{H}_{\mathbb{S}}\left(\text { CurlCurl }^{\top}, \Omega\right) \xrightarrow{\text { CurlCurl }^{\top}} \mathcal{H}_{\mathbb{S}}(\text { Div }, \Omega) \xrightarrow{\text { Div }} \mathbf{L}^{2}(\Omega)
$$

plays an important role. Note that the de Rham and the elasticity complex admit certain symmetries, which is not the case for the Gradgrad-complex and the divDiv-complex. Furthermore, note that the elasticity complex as well as the Gradgrad-complex and the divDiv-complex involve first-order and also second-order differential operators.

## 2. Preliminaries

We start by recalling some basic concepts and abstract results from functional analysis concerning Helmholtz decompositions, closed ranges, Friedrichs/Poincaré type estimates, and bounded or even compact inverse operators. Since we will need both the Banach space setting for bounded linear operators as well as the Hilbert space setting for (possibly unbounded) closed and densely defined linear operators, we will shortly recall these two variants.

### 2.1. Functional analysis toolbox

Let X and Y be real Banach spaces. With $B L(\mathrm{X}, \mathrm{Y})$ we introduce the space of bounded linear operators mapping X to Y . The dual spaces of X and Y are denoted by $\mathbf{X}^{\prime}:=B L(\mathbf{X}, \mathbb{R})$ and $\mathrm{Y}^{\prime}:=B L(\mathrm{Y}, \mathbb{R})$. For a given $\mathrm{A} \in B L(\mathrm{X}, \mathrm{Y})$ we write $\mathrm{A}^{\prime} \in B L\left(\mathrm{Y}^{\prime}, \mathrm{X}^{\prime}\right)$ for its Banach space dual or adjoint operator defined
by $\mathrm{A}^{\prime} y^{\prime}(x):=y^{\prime}(\mathrm{A} x)$ for all $y^{\prime} \in \mathrm{Y}^{\prime}$ and all $x \in \mathrm{X}$. Norms and duality in X resp. $\mathrm{X}^{\prime}$ are denoted by $|\cdot| \mathrm{x},|\cdot| \mathrm{x}^{\prime}$, and $\langle\cdot, \cdot\rangle_{\mathrm{X}^{\prime}}$.

Suppose $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ are Hilbert spaces. For a (possibly unbounded) densely defined linear operator A: $D(\mathrm{~A}) \subset \mathrm{H}_{1} \rightarrow \mathrm{H}_{2}$ we recall that its Hilbert space dual or adjoint $\mathrm{A}^{*}: D\left(\mathrm{~A}^{*}\right) \subset \mathrm{H}_{2} \rightarrow \mathrm{H}_{1}$ can be defined via its Banach space adjoint $\mathrm{A}^{\prime}$ and the Riesz isomorphisms of $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ or directly as follows: $y \in D\left(\mathrm{~A}^{*}\right)$ if and only if $y \in \mathrm{H}_{2}$ and

$$
\exists f \in \mathrm{H}_{1} \quad \forall x \in D(\mathrm{~A}) \quad\langle\mathrm{A} x, y\rangle_{\mathrm{H}_{2}}=\langle x, f\rangle_{\mathrm{H}_{1}} .
$$

In this case, we define $\mathrm{A}^{*} y:=f$. We note that $\mathrm{A}^{*}$ has maximal domain of definition and that $\mathrm{A}^{*}$ is characterized by

$$
\forall x \in D(\mathrm{~A}) \quad \forall y \in D\left(\mathrm{~A}^{*}\right) \quad\langle\mathrm{A} x, y\rangle_{\mathrm{H}_{2}}=\left\langle x, \mathrm{~A}^{*} y\right\rangle_{\mathrm{H}_{1}} .
$$

Here $\langle\cdot, \cdot\rangle_{\boldsymbol{H}}$ denotes the scalar product in a Hilbert space $H$ and $D$ is used for the domain of definition of a linear operator. Additionally, we introduce the notation $N$ for the kernel or null space and $R$ for the range of a linear operator.

Let A: $D(\mathrm{~A}) \subset \mathrm{H}_{1} \rightarrow \mathrm{H}_{2}$ be a (possibly unbounded) closed and densely defined linear operator on two Hilbert spaces $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ with adjoint $\mathrm{A}^{*}: D\left(\mathrm{~A}^{*}\right) \subset \mathrm{H}_{2} \rightarrow \mathrm{H}_{1}$. Note ( $\left.\mathrm{A}^{*}\right)^{*}=\overline{\mathrm{A}}=\mathrm{A}$, i.e. ( $\mathrm{A}, \mathrm{A}^{*}$ ) is a dual pair. By the projection theorem the Helmholtz type decompositions

$$
\begin{equation*}
\mathrm{H}_{1}=N(\mathrm{~A}) \oplus \mathrm{H}_{1} \overline{R\left(\mathrm{~A}^{*}\right)}, \quad \mathrm{H}_{2}=N\left(\mathrm{~A}^{*}\right) \oplus_{\mathrm{H}_{2}} \overline{R(\mathrm{~A})} \tag{4}
\end{equation*}
$$

hold and we can define the reduced operators

$$
\begin{aligned}
& \mathcal{A}:=\left.\mathrm{A}\right|_{\overline{R\left(\mathrm{~A}^{*}\right)}}: D(\mathcal{A}) \subset \overline{R\left(\mathrm{~A}^{*}\right)} \rightarrow \overline{R(\mathrm{~A})}, \quad D(\mathcal{A}):=D(\mathrm{~A}) \cap N(\mathrm{~A})^{\perp_{\mathrm{H}_{1}}}=D(\mathrm{~A}) \cap \overline{R\left(\mathrm{~A}^{*}\right)}, \\
& \mathcal{A}^{*}:=\left.\mathrm{A}^{*}\right|_{\overline{R(\mathrm{~A})}}: D\left(\mathcal{A}^{*}\right) \subset \overline{R(\mathrm{~A})} \rightarrow \overline{R\left(\mathrm{~A}^{*}\right)}, \quad D\left(\mathcal{A}^{*}\right):=D\left(\mathrm{~A}^{*}\right) \cap N\left(\mathrm{~A}^{*}\right)^{\perp_{\mathrm{H}_{2}}}=D\left(\mathrm{~A}^{*}\right) \cap \overline{R(\mathrm{~A})},
\end{aligned}
$$

which are also closed and densely defined linear operators. We note that $\mathcal{A}$ and $\mathcal{A}^{*}$ are indeed adjoint to each other, i.e. $\left(\mathcal{A}, \mathcal{A}^{*}\right)$ is a dual pair as well. Now the inverse operators

$$
\mathcal{A}^{-1}: R(\mathrm{~A}) \rightarrow D(\mathcal{A}), \quad\left(\mathcal{A}^{*}\right)^{-1}: R\left(\mathrm{~A}^{*}\right) \rightarrow D\left(\mathcal{A}^{*}\right)
$$

exist and they are bijective, since $\mathcal{A}$ and $\mathcal{A}^{*}$ are injective by definition. Furthermore, by (4) we have the refined Helmholtz type decompositions

$$
\begin{equation*}
D(\mathrm{~A})=N(\mathrm{~A}) \oplus_{\mathrm{H}_{1}} D(\mathcal{A}), \quad D\left(\mathrm{~A}^{*}\right)=N\left(\mathrm{~A}^{*}\right) \oplus_{\mathrm{H}_{2}} D\left(\mathcal{A}^{*}\right) \tag{5}
\end{equation*}
$$

and thus we obtain for the ranges

$$
\begin{equation*}
R(\mathrm{~A})=R(\mathcal{A}), \quad R\left(\mathrm{~A}^{*}\right)=R\left(\mathcal{A}^{*}\right) \tag{6}
\end{equation*}
$$

By the closed range theorem and the closed graph theorem we get immediately the following.
Lemma 2.1: The following assertions are equivalent:
(i) $\exists c_{\mathrm{A}} \in(0, \infty) \quad \forall x \in D(\mathcal{A}) \quad|x|_{\mathrm{H}_{1}} \leq c_{\mathrm{A}}|\mathrm{A} x|_{\mathrm{H}_{2}}$,
(i*) $\exists c_{\mathrm{A}^{*}} \in(0, \infty) \quad \forall y \in D\left(\mathcal{A}^{*}\right)|y|_{\mathrm{H}_{2}} \leq c_{\mathrm{A}^{*}}\left|\mathrm{~A}^{*} y\right|_{\mathrm{H}_{1}}$,
(ii) $R(\mathrm{~A})=R(\mathcal{A})$ is closed in $\mathrm{H}_{2}$,
(ii*) $R\left(\mathrm{~A}^{*}\right)=R\left(\mathcal{A}^{*}\right)$ is closed in $\mathrm{H}_{1}$,
(iii) $\mathcal{A}^{-1}: R(\mathrm{~A}) \rightarrow D(\mathcal{A})$ is continuous and bijective with norm bounded by $\left(1+c_{\mathrm{A}}^{2}\right)^{1 / 2}$,
$\left(\right.$ (iii*) $\quad\left(\mathcal{A}^{*}\right)^{-1}: R\left(\mathrm{~A}^{*}\right) \rightarrow D\left(\mathcal{A}^{*}\right)$ is continuous and bijective with norm bounded by $\left(1+c_{\mathrm{A}^{*}}^{2}\right)^{1 / 2}$.

In case that one of the assertions of Lemma 2.1 is true, e.g. $R(\mathrm{~A})$ is closed, we have

$$
\begin{aligned}
\mathrm{H}_{1} & =N(\mathrm{~A}) \oplus_{\mathrm{H}_{1}} R\left(\mathrm{~A}^{*}\right), & & \mathrm{H}_{2}=N\left(\mathrm{~A}^{*}\right) \oplus_{\mathrm{H}_{2}} R(\mathrm{~A}), \\
D(\mathrm{~A}) & =N(\mathrm{~A}) \oplus_{\mathrm{H}_{1}} D(\mathcal{A}), & & D\left(\mathrm{~A}^{*}\right)=N\left(\mathrm{~A}^{*}\right) \oplus_{\mathrm{H}_{2}} D\left(\mathcal{A}^{*}\right), \\
D(\mathcal{A}) & =D(\mathrm{~A}) \cap R\left(\mathrm{~A}^{*}\right), & & D\left(\mathcal{A}^{*}\right)=D\left(\mathrm{~A}^{*}\right) \cap R(\mathrm{~A}) .
\end{aligned}
$$

For the 'best' constants $c_{\mathrm{A}}, c_{\mathrm{A}}$ * we have the following lemma.
Lemma 2.2: The Rayleigh quotients

$$
\frac{1}{c_{\mathrm{A}}}:=\inf _{0 \neq x \in D(\mathcal{A})} \frac{|\mathrm{A} x|_{\mathrm{H}_{2}}}{|x|_{\mathrm{H}_{1}}}=\inf _{0 \neq y \in D\left(\mathcal{A}^{*}\right)} \frac{\left|\mathrm{A}^{*} y\right|_{\mathrm{H}_{1}}}{|y|_{\mathrm{H}_{2}}}=: \frac{1}{c_{\mathrm{A}^{*}}}
$$

coincide, i.e. $c_{\mathrm{A}}=c_{\mathrm{A}^{*}}$, if either $c_{\mathrm{A}}$ or $c_{\mathrm{A}^{*}}$ exists in $(0, \infty)$. Otherwise they also coincide, i.e. it holds $c_{\mathrm{A}}=c_{\mathrm{A}^{*}}=\infty$.

From now on and throughout this paper, we always pick the best possible constants in the various Friedrichs/Poincaré type estimates.

A standard indirect argument shows the following.
Lemma 2.3: Let $D(\mathcal{A})=D(\mathrm{~A}) \cap \overline{R\left(\mathrm{~A}^{*}\right)} \hookrightarrow \mathrm{H}_{1}$ be compact. Then the assertions of Lemma 2.1 hold. Moreover, the inverse operators

$$
\mathcal{A}^{-1}: R(\mathrm{~A}) \rightarrow R\left(\mathrm{~A}^{*}\right), \quad\left(\mathcal{A}^{*}\right)^{-1}: R\left(\mathrm{~A}^{*}\right) \rightarrow R(\mathrm{~A})
$$

are compact with norms $\left|\mathcal{A}^{-1}\right|_{R(\mathrm{~A}), R\left(\mathrm{~A}^{*}\right)}=\left|\left(\mathcal{A}^{*}\right)^{-1}\right|_{R\left(\mathrm{~A}^{*}\right), R(\mathrm{~A})}=c_{\mathrm{A}}$.
Moreover, we have:
Lemma 2.4: $D(\mathcal{A}) \hookrightarrow \mathrm{H}_{1}$ is compact, if and only if $D\left(\mathcal{A}^{*}\right) \hookrightarrow \mathrm{H}_{2}$ is compact.
Now, let $\mathrm{A}_{0}: D\left(\mathrm{~A}_{0}\right) \subset \mathrm{H}_{0} \rightarrow \mathrm{H}_{1}$ and $\mathrm{A}_{1}: D\left(\mathrm{~A}_{1}\right) \subset \mathrm{H}_{1} \rightarrow \mathrm{H}_{2}$ be (possibly unbounded) closed and densely defined linear operators on three Hilbert spaces $\mathrm{H}_{0}, \mathrm{H}_{1}$ and $\mathrm{H}_{2}$ with adjoints $\mathrm{A}_{0}^{*}: D\left(\mathrm{~A}_{0}^{*}\right) \subset$ $\mathrm{H}_{1} \rightarrow \mathrm{H}_{0}$ and $\mathrm{A}_{1}^{*}: D\left(\mathrm{~A}_{1}^{*}\right) \subset \mathrm{H}_{2} \rightarrow \mathrm{H}_{1}$ as well as reduced operators $\mathcal{A}_{0}$, $\mathcal{A}_{0}^{*}$, and $\mathcal{A}_{1}, \mathcal{A}_{1}^{*}$. Furthermore, we assume the sequence or complex property of $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$, that is, $\mathrm{A}_{1} \mathrm{~A}_{0}=0$, i.e.

$$
\begin{equation*}
R\left(\mathrm{~A}_{0}\right) \subset N\left(\mathrm{~A}_{1}\right) . \tag{7}
\end{equation*}
$$

Then also $\mathrm{A}_{0}^{*} \mathrm{~A}_{1}^{*}=0$, i.e. $R\left(\mathrm{~A}_{1}^{*}\right) \subset N\left(\mathrm{~A}_{0}^{*}\right)$. The Helmholtz type decompositions of (4) for $\mathrm{A}=\mathrm{A}_{1}$ and $\mathrm{A}=\mathrm{A}_{0}$ read

$$
\begin{equation*}
\mathrm{H}_{1}=N\left(\mathrm{~A}_{1}\right) \oplus \mathrm{H}_{1} \overline{R\left(\mathrm{~A}_{1}^{*}\right)}, \quad \mathrm{H}_{1}=N\left(\mathrm{~A}_{0}^{*}\right) \oplus_{\mathrm{H}_{1}} \overline{R\left(\mathrm{~A}_{0}\right)} \tag{8}
\end{equation*}
$$

and by (7) we see

$$
\begin{equation*}
N\left(\mathrm{~A}_{0}^{*}\right)=N_{0,1} \oplus_{\mathrm{H}_{1}} \overline{R\left(\mathrm{~A}_{1}^{*}\right)}, \quad N\left(\mathrm{~A}_{1}\right)=N_{0,1} \oplus_{\mathrm{H}_{1}} \overline{R\left(\mathrm{~A}_{0}\right)}, \quad N_{0,1}:=N\left(\mathrm{~A}_{1}\right) \cap N\left(\mathrm{~A}_{0}^{*}\right) \tag{9}
\end{equation*}
$$

yielding the refined Helmholtz type decomposition

$$
\begin{equation*}
\mathrm{H}_{1}=\overline{R\left(\mathrm{~A}_{0}\right)} \oplus_{\mathrm{H}_{1}} N_{0,1} \oplus_{\mathrm{H}_{1}} \overline{R\left(\mathrm{~A}_{1}^{*}\right)}, \quad R\left(\mathrm{~A}_{0}\right)=R\left(\mathcal{A}_{0}\right), \quad R\left(\mathrm{~A}_{1}^{*}\right)=R\left(\mathcal{A}_{1}^{*}\right) . \tag{10}
\end{equation*}
$$

The previous results of this section imply immediately the following.

Lemma 2.5: Let $\mathrm{A}_{0}, \mathrm{~A}_{1}$ be as introduced before with $\mathrm{A}_{1} \mathrm{~A}_{0}=0$, i.e. (7). Moreover, let $R\left(\mathrm{~A}_{0}\right)$ and $R\left(\mathrm{~A}_{1}\right)$ be closed. Then, the assertions of Lemmas 2.1 and 2.2 hold for $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$. Moreover, the refined Helmholtz type decompositions

$$
\begin{aligned}
\mathrm{H}_{1} & =R\left(\mathrm{~A}_{0}\right) \oplus \mathrm{H}_{1} N_{0,1} \oplus \mathrm{H}_{1} R\left(\mathrm{~A}_{1}^{*}\right), & & N_{0,1}=N\left(\mathrm{~A}_{1}\right) \cap N\left(\mathrm{~A}_{0}^{*}\right), \\
N\left(\mathrm{~A}_{1}\right) & =R\left(\mathrm{~A}_{0}\right) \oplus \mathrm{H}_{1} N_{0,1}, & & N\left(\mathrm{~A}_{0}^{*}\right)=N_{0,1} \oplus \mathrm{H}_{1} R\left(\mathrm{~A}_{1}^{*}\right), \\
D\left(\mathrm{~A}_{1}\right) & =R\left(\mathrm{~A}_{0}\right) \oplus \mathrm{H}_{1} N_{0,1} \oplus \mathrm{H}_{1} D\left(\mathcal{A}_{1}\right), & & D\left(\mathrm{~A}_{0}^{*}\right)=D\left(\mathcal{A}_{0}^{*}\right) \oplus \mathrm{H}_{1} N_{0,1} \oplus \mathrm{H}_{1} R\left(\mathrm{~A}_{1}^{*}\right), \\
D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right) & =D\left(\mathcal{A}_{0}^{*}\right) \oplus \mathrm{H}_{1} N_{0,1} \oplus \mathrm{H}_{1} D\left(\mathcal{A}_{1}\right) & &
\end{aligned}
$$

hold. Especially, $R\left(\mathrm{~A}_{0}\right), R\left(\mathrm{~A}_{0}^{*}\right), R\left(\mathrm{~A}_{1}\right)$, and $R\left(\mathrm{~A}_{1}^{*}\right)$ are closed, the respective inverse operators, i.e.

$$
\begin{aligned}
& \mathcal{A}_{0}^{-1}: R\left(\mathrm{~A}_{0}\right) \rightarrow D\left(\mathcal{A}_{0}\right), \quad \mathcal{A}_{1}^{-1}: R\left(\mathrm{~A}_{1}\right) \rightarrow D\left(\mathcal{A}_{1}\right), \\
& \left(\mathcal{A}_{0}^{*}\right)^{-1}: R\left(\mathrm{~A}_{0}^{*}\right) \rightarrow D\left(\mathcal{A}_{0}^{*}\right), \quad\left(\mathcal{A}_{1}^{*}\right)^{-1}: R\left(\mathrm{~A}_{1}^{*}\right) \rightarrow D\left(\mathcal{A}_{1}^{*}\right),
\end{aligned}
$$

are continuous, and there exist positive constants $c_{\mathrm{A}_{0}}, c_{\mathrm{A}_{1}}$, such that the Friedrichs/Poincare type estimates

$$
\begin{array}{llll}
\forall x \in D\left(\mathcal{A}_{0}\right) & |x|_{\mathrm{H}_{0}} \leq c_{\mathrm{A}_{0}}\left|\mathrm{~A}_{0} x\right|_{\mathrm{H}_{1}}, & \forall y \in D\left(\mathcal{A}_{1}\right) & |y|_{\mathrm{H}_{1}} \leq c_{\mathrm{A}_{1}}\left|\mathrm{~A}_{1} y\right|_{\mathrm{H}_{2}}, \\
\forall y \in D\left(\mathcal{A}_{0}^{*}\right) & |y|_{\mathrm{H}_{1}} \leq c_{\mathrm{A}_{0}}\left|\mathrm{~A}_{0}^{*} y\right|_{\mathrm{H}_{0}}, & \forall z \in D\left(\mathcal{A}_{1}^{*}\right) & |z|_{\mathrm{H}_{2}} \leq c_{\mathrm{A}_{1}}\left|\mathrm{~A}_{1}^{*} z\right|_{\mathrm{H}_{1}}
\end{array}
$$

hold.
Remark 2.6: Note that $R\left(\mathrm{~A}_{0}\right)$ resp. $R\left(\mathrm{~A}_{1}\right)$ is closed, if, e.g. $D\left(\mathcal{A}_{0}\right) \hookrightarrow \mathrm{H}_{0}$ resp. $D\left(\mathcal{A}_{1}\right) \hookrightarrow \mathrm{H}_{1}$ is compact. In this case, the respective inverse operators, i.e.

$$
\begin{aligned}
\mathcal{A}_{0}^{-1}: R\left(\mathrm{~A}_{0}\right) \rightarrow R\left(\mathrm{~A}_{0}^{*}\right), \quad \mathcal{A}_{1}^{-1}: R\left(\mathrm{~A}_{1}\right) \rightarrow R\left(\mathrm{~A}_{1}^{*}\right), \\
\left(\mathcal{A}_{0}^{*}\right)^{-1}: R\left(\mathrm{~A}_{0}^{*}\right) \rightarrow R\left(\mathrm{~A}_{0}\right), \quad\left(\mathcal{A}_{1}^{*}\right)^{-1}: R\left(\mathrm{~A}_{1}^{*}\right) \rightarrow R\left(\mathrm{~A}_{1}\right),
\end{aligned}
$$

are compact.
Observe $D\left(\mathcal{A}_{1}\right)=D\left(\mathrm{~A}_{1}\right) \cap \overline{R\left(\mathrm{~A}_{1}^{*}\right)} \subset D\left(\mathrm{~A}_{1}\right) \cap N\left(\mathrm{~A}_{0}^{*}\right) \subset D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right)$. Utilizing the Helmholtz type decompositions of Lemma 2.5 we immediately have:

Lemma 2.7: The embeddings $D\left(\mathcal{A}_{0}\right) \hookrightarrow \mathrm{H}_{0}, D\left(\mathcal{A}_{1}\right) \hookrightarrow \mathrm{H}_{1}$, and $N_{0,1} \hookrightarrow \mathrm{H}_{1}$ are compact, if and only if the embedding $D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right) \hookrightarrow \mathrm{H}_{1}$ is compact. In this case, $N_{0,1}$ has finite dimension.

Remark 2.8: The assumptions in Lemma 2.5 on $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$ are equivalent to the assumption that

$$
D\left(\mathrm{~A}_{0}\right) \subset \mathrm{H}_{0} \xrightarrow{\mathrm{~A}_{0}} D\left(\mathrm{~A}_{1}\right) \subset \mathrm{H}_{1} \xrightarrow{\mathrm{~A}_{1}} \mathrm{H}_{2}
$$

is a closed Hilbert complex, meaning that the ranges are closed. As a result of the previous lemmas, the adjoint complex

$$
\mathrm{H}_{0} \stackrel{\mathrm{~A}_{0}^{*}}{\leftrightarrows} D\left(\mathrm{~A}_{0}^{*}\right) \subset \mathrm{H}_{1} \stackrel{\mathrm{~A}_{1}^{*}}{\leftrightarrows} D\left(\mathrm{~A}_{1}^{*}\right) \subset \mathrm{H}_{2}
$$

is a closed Hilbert complex as well.
We can summarize.
Theorem 2.9: Let $\mathrm{A}_{0}, \mathrm{~A}_{1}$ be as introduced before, i.e. having the complex property $\mathrm{A}_{1} \mathrm{~A}_{0}=0$, i.e. $R\left(\mathrm{~A}_{0}\right) \subset N\left(\mathrm{~A}_{1}\right)$. Moreover, let $D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right) \hookrightarrow \mathrm{H}_{1}$ be compact. Then the assertions of Lemma 2.5
hold, $N_{0,1}$ is finite dimensional and the corresponding inverse operators are continuous resp. compact. Especially, all ranges are closed and the corresponding Friedrichs/Poincaré type estimates hold.

A special situation is the following.
Lemma 2.10: Let $\mathrm{A}_{0}, \mathrm{~A}_{1}$ be as introduced before with $R\left(\mathrm{~A}_{0}\right)=N\left(\mathrm{~A}_{1}\right)$ and $R\left(\mathrm{~A}_{1}\right)$ closed in $\mathrm{H}_{2}$. Then $R\left(\mathrm{~A}_{0}^{*}\right)$ and $R\left(\mathrm{~A}_{1}^{*}\right)$ are closed as well, and the simplified Helmholtz type decompositions

$$
\begin{aligned}
\mathrm{H}_{1} & =R\left(\mathrm{~A}_{0}\right) \oplus \mathrm{H}_{1} R\left(\mathrm{~A}_{1}^{*}\right), & & N_{0,1}=\{0\}, \\
N\left(\mathrm{~A}_{1}\right) & =R\left(\mathrm{~A}_{0}\right)=R\left(\mathcal{A}_{0}\right), & & N\left(\mathrm{~A}_{0}^{*}\right)=R\left(\mathrm{~A}_{1}^{*}\right)=R\left(\mathcal{A}_{1}^{*}\right), \\
D\left(\mathrm{~A}_{1}\right) & =R\left(\mathrm{~A}_{0}\right) \oplus \mathrm{H}_{1} D\left(\mathcal{A}_{1}\right), & & D\left(\mathrm{~A}_{0}^{*}\right)=D\left(\mathcal{A}_{0}^{*}\right) \oplus \mathrm{H}_{1} R\left(\mathrm{~A}_{1}^{*}\right), \\
D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right) & =D\left(\mathcal{A}_{0}^{*}\right) \oplus \mathrm{H}_{1} D\left(\mathcal{A}_{1}\right) & &
\end{aligned}
$$

are valid. Moreover, the respective inverse operators are continuous and the corresponding Friedrichs/ Poincaré type estimates hold.

Remark 2.11: Note that $R\left(\mathrm{~A}_{1}^{*}\right)=N\left(\mathrm{~A}_{0}^{*}\right)$ and $R\left(\mathrm{~A}_{0}^{*}\right)$ closed are equivalent assumptions for Lemma 2.10 to hold.

Lemma 2.12: Let $\mathrm{A}_{0}, \mathrm{~A}_{1}$ be as introduced before with the sequence property (7), i.e. $R\left(\mathrm{~A}_{0}\right) \subset N\left(\mathrm{~A}_{1}\right)$. If the embedding $D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right) \hookrightarrow \mathrm{H}_{1}$ is compact and $N_{0,1}=\{0\}$, then the assumptions of Lemma 2.10 are satisfied.

Remark 2.13: The assumptions in Lemma 2.10 on $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$ are equivalent to the assumption that

$$
D\left(\mathrm{~A}_{0}\right) \subset \mathrm{H}_{0} \xrightarrow{\mathrm{~A}_{0}} D\left(\mathrm{~A}_{1}\right) \subset \mathrm{H}_{1} \xrightarrow{\mathrm{~A}_{1}} \mathrm{H}_{2}
$$

is a closed and exact Hilbert complex. By Lemma 2.10 the adjoint complex

$$
\mathrm{H}_{0} \stackrel{\mathrm{~A}_{0}^{*}}{\longleftrightarrow} D\left(\mathrm{~A}_{0}^{*}\right) \subset \mathrm{H}_{1} \stackrel{\mathrm{~A}_{1}^{*}}{\leftrightarrows} D\left(\mathrm{~A}_{1}^{*}\right) \subset \mathrm{H}_{2}
$$

is a closed and exact Hilbert complex as well.
Parts of Lemma 2.10 hold also in the Banach space setting. As a direct consequence of the closed range theorem and the closed graph theorem the following abstract result holds.

Lemma 2.14: Let $\mathrm{X}_{0}, \mathrm{X}_{1}, \mathrm{X}_{2}$ be Banach spaces and suppose $\mathrm{A}_{0} \in B L\left(\mathrm{X}_{0}, \mathrm{X}_{1}\right), \mathrm{A}_{1} \in B L\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)$ with $R\left(\mathrm{~A}_{0}\right)=N\left(\mathrm{~A}_{1}\right)$ and that $R\left(\mathrm{~A}_{1}\right)$ is closed in $\mathrm{X}_{2}$. Then $R\left(\mathrm{~A}_{0}^{\prime}\right)$ is closed in $\mathrm{X}_{0}^{\prime}$ and $R\left(\mathrm{~A}_{1}^{\prime}\right)=N\left(\mathrm{~A}_{0}^{\prime}\right)$. Moreover, $\left(\mathrm{A}_{1}^{\prime}\right)^{-1} \in B L\left(R\left(\mathrm{~A}_{1}^{\prime}\right), R\left(\mathrm{~A}_{1}\right)^{\prime}\right)$.

Note that in the latter context we consider the operators

$$
\mathrm{A}_{1}: \mathrm{X}_{1} \longrightarrow R\left(\mathrm{~A}_{1}\right), \quad \mathrm{A}_{1}^{\prime}: R\left(\mathrm{~A}_{1}\right)^{\prime} \longrightarrow R\left(\mathrm{~A}_{1}^{\prime}\right) \quad\left(\mathrm{A}_{1}^{\prime}\right)^{-1}: R\left(\mathrm{~A}_{1}^{\prime}\right) \longrightarrow R\left(\mathrm{~A}_{1}\right)^{\prime}
$$

with $N\left(\mathrm{~A}_{1}^{\prime}\right)=R\left(\mathrm{~A}_{1}\right)^{\circ}=\{0\}$.
Remark 2.15: The conditions on $A_{0}$ and $A_{1}$ in Lemma 2.14 are identical to the assumption that

$$
\mathrm{X}_{0} \xrightarrow{\mathrm{~A}_{0}} \mathrm{X}_{1} \xrightarrow{\mathrm{~A}_{1}} \mathrm{X}_{2}
$$

is a closed and exact complex of Banach spaces. The consequences of Lemma 2.14 can be rephrased as follows. The adjoint complex of Banach spaces

$$
X_{0}^{\prime} \stackrel{\mathrm{A}_{0}^{\prime}}{\leftrightarrows} \mathrm{X}_{1}^{\prime} \stackrel{\mathrm{A}_{1}^{\prime}}{\leftrightarrows} \mathrm{X}_{2}^{\prime}
$$

is closed and exact as well.

Lemma 2.16: $\left(\mathrm{A}_{1}^{\prime}\right)^{-1} \in B L\left(R\left(\mathrm{~A}_{1}^{\prime}\right), R\left(\mathrm{~A}_{1}\right)^{\prime}\right)$ is equivalent to

$$
\begin{equation*}
\exists c_{\mathrm{A}_{1}^{\prime}}>0 \quad \forall y^{\prime} \in R\left(\mathrm{~A}_{1}\right)^{\prime} \quad\left|y^{\prime}\right|_{R\left(\mathrm{~A}_{1}\right)^{\prime}} \leq c_{\mathrm{A}_{1}^{\prime}}\left|\mathrm{A}_{1}^{\prime} y^{\prime}\right|_{\mathrm{X}_{1}^{\prime}} \tag{11}
\end{equation*}
$$

For the best constant $c_{\mathrm{A}_{1}^{\prime}}$, (11) is equivalent to the general inf-sup-condition

$$
\begin{equation*}
0<\frac{1}{c_{\mathrm{A}_{1}^{\prime}}}=\inf _{0 \neq y^{\prime} \in R\left(\mathrm{~A}_{1}\right)^{\prime}} \sup _{0 \neq x \in \mathrm{X}_{1}} \frac{\left\langle y^{\prime}, \mathrm{A}_{1} x\right\rangle_{R\left(\mathrm{~A}_{1}\right)^{\prime}}}{\left|y^{\prime}\right|_{R\left(\mathrm{~A}_{1}\right)^{\prime}}|x|_{\mathrm{X}_{1}}} \tag{12}
\end{equation*}
$$

In the special case that $\mathrm{X}_{2}=\mathrm{H}_{2}$ is a Hilbert space the closed subspace $R\left(\mathrm{~A}_{1}\right)$ is isometrically isomorphic to $R\left(\mathrm{~A}_{1}\right)^{\prime}$ and we obtain the following form of the inf-sup-condition:

$$
\begin{equation*}
0<\frac{1}{c_{\mathrm{A}_{1}^{\prime}}}=\inf _{0 \neq y \in R\left(\mathrm{~A}_{1}\right)} \sup _{0 \neq x \in \mathrm{X}_{1}} \frac{\left\langle y, \mathrm{~A}_{1} x\right\rangle_{\mathrm{H}_{2}}}{|y|_{\mathrm{H}_{2}}|x|_{\mathrm{X}_{1}}} \tag{13}
\end{equation*}
$$

The results collected in this section are well known in functional analysis. We refer to [8] for a presentation of some results of this section from a numerical analysis perspective.

### 2.2. Sobolev spaces

Next we introduce our notations for several classes of Sobolev spaces of real-valued functions and vector fields on a bounded domain $\Omega \subset \mathbb{R}^{3}$. Let $m \in \mathbb{N}_{0}$. We denote by $\mathrm{L}^{2}(\Omega)$ and $\mathrm{H}^{m}(\Omega)$ the standard Lebesgue and Sobolev spaces of real-valued functions and write $H^{0}(\Omega)=L^{2}(\Omega)$. For the Lebesgue and Sobolev spaces of vector fields we use the corresponding notations in boldface letters $\mathbf{L}^{2}(\Omega)$ and $\mathbf{H}^{m}(\Omega)$. For the rotation and divergence we define the Sobolev spaces

$$
\mathbf{H}(\operatorname{curl}, \Omega):=\left\{\mathbf{v} \in \mathbf{L}^{2}(\Omega): \operatorname{curl} \mathbf{v} \in \mathbf{L}^{2}(\Omega)\right\}, \quad \mathbf{H}(\operatorname{div}, \Omega):=\left\{\mathbf{v} \in \mathbf{L}^{2}(\Omega): \operatorname{div} \mathbf{v} \in \mathbf{L}^{2}(\Omega)\right\}
$$

with the respective graph norms, where curl and div have to be understood in the distributional or weak sense. We introduce spaces with homogeneous boundary conditions in the weak sense naturally by

$$
\stackrel{\circ}{\mathrm{H}}^{m}(\Omega):=\overline{\mathrm{C}}^{\infty}(\Omega) \mathrm{H}^{m}(\Omega)
$$

and

$$
\stackrel{\circ}{\mathbf{H}}^{m}(\Omega):={\overline{\dot{C}^{\infty}}(\Omega)}_{\mathbf{H}^{m}(\Omega)}, \quad \stackrel{\circ}{\mathbf{H}}(\operatorname{curl}, \Omega):={\overline{\dot{C}^{\infty}}(\Omega)}_{\mathbf{H}(\operatorname{curl}, \Omega)}, \quad \stackrel{\circ}{\mathbf{H}}(\operatorname{div}, \Omega):={\overline{\dot{C}^{\infty}}(\Omega)}^{\mathbf{H}(\operatorname{div}, \Omega)}
$$

i.e. as closures of test functions or test vector fields under the respective standard and graph norms, which generalizes homogeneous scalar and vectorial, tangential and normal boundary conditions, respectively. We also introduce the well-known dual spaces

$$
\mathrm{H}^{-m}(\Omega):=\left(\stackrel{\circ}{\mathrm{H}}^{m}(\Omega)\right)^{\prime}
$$

with the standard dual or operator norm defined by

$$
|u|_{\mathrm{H}^{-m}(\Omega)}:=\sup _{\substack{\dot{\mathrm{H}}^{m} \\ 0 \neq \varphi \in \mathrm{H}}} \frac{\langle u, \varphi\rangle_{\mathrm{H}^{-m}(\Omega)}}{|\varphi|_{\mathrm{H}^{m}(\Omega)}} \quad \text { for } u \in \mathrm{H}^{-m}(\Omega),
$$

where we recall the duality pairing $\langle\cdot, \cdot\rangle_{\mathrm{H}^{-m}(\Omega)}$ in $\left(\mathrm{H}^{-m}(\Omega), \stackrel{\mathrm{H}}{ }_{m}^{(\Omega)) \text {. Analogous notations for }{ }^{\text {a }} \text {. }}\right.$ norms and duality products are used for the dual spaces

$$
\mathbf{H}^{-m}(\Omega):=\left(\stackrel{\circ}{\mathbf{H}}^{m}(\Omega)\right)^{\prime}
$$

Moreover, we define with respective graph norms

$$
\begin{aligned}
\mathbf{H}^{-m}(\operatorname{curl}, \Omega) & :=\left\{\mathbf{v} \in \mathbf{H}^{-m}(\Omega): \operatorname{curl} \mathbf{v} \in \mathbf{H}^{-m}(\Omega)\right\}, \\
\mathbf{H}^{-m}(\operatorname{div}, \Omega) & :=\left\{\mathbf{v} \in \mathbf{H}^{-m}(\Omega): \operatorname{div} \mathbf{v} \in \mathbf{H}^{-m}(\Omega)\right\} .
\end{aligned}
$$

A vanishing differential operator will be indicated by a zero after the operator in notations for spaces, e.g.

$$
\begin{aligned}
\mathbf{H}(\operatorname{curl} 0, \Omega) & =\{\mathbf{v} \in \mathbf{H}(\operatorname{curl}, \Omega): \operatorname{curl} \mathbf{v}=0\}, \quad \dot{H}(\operatorname{div} 0, \Omega)=\{\mathbf{v} \in \dot{\mathbf{H}}(\operatorname{div}, \Omega): \operatorname{div} \mathbf{v}=0\}, \\
\mathbf{H}^{-m}(\operatorname{curl} 0, \Omega) & =\left\{\mathbf{v} \in \mathbf{H}^{-m}(\operatorname{curl}, \Omega): \operatorname{curl} \mathbf{v}=0\right\}, \\
\mathbf{H}^{-1}(\operatorname{div} 0, \Omega) & =\left\{\mathbf{v} \in \mathbf{H}^{-1}(\operatorname{div}, \Omega): \operatorname{div} \mathbf{v}=0\right\} .
\end{aligned}
$$

Let us also introduce

$$
\mathrm{L}_{0}^{2}(\Omega):=\left\{u \in \mathrm{~L}^{2}(\Omega): u \perp_{\mathrm{L}^{2}(\Omega)} \mathbb{R}\right\}=\left\{u \in \mathrm{~L}^{2}(\Omega): \int_{\Omega} u=0\right\}
$$

where $\perp_{L^{2}(\Omega)}$ denotes orthogonality in $L^{2}(\Omega)$. Finally, the restrictions of the differential operators grad, curl, and div,
originally defined on $\mathrm{H}^{1}(\Omega), \mathbf{H}(\operatorname{curl}, \Omega)$, and $\mathbf{H}(\operatorname{div}, \Omega)$, to the subspaces $\dot{H}^{1}(\Omega), \dot{H}(\operatorname{curl}, \Omega)$, $\stackrel{\circ}{\mathbf{H}}(\operatorname{div}, \Omega)$ are denoted by
grad, curl, and div.

### 2.3. General assumptions

We will impose the following regularity and topology assumptions on our domain $\Omega$.
Definition 2.17: Let $\Omega$ be an open subset of $\mathbb{R}^{3}$ with boundary $\Gamma:=\partial \Omega$. We will call $\Omega$
(i) strong Lipschitz, if $\Gamma$ is locally a graph of a Lipschitz function $\psi: U \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$,
(ii) topologically trivial, if $\Omega$ is simply connected with connected boundary $\Gamma$.

## General Assumption 2.18:

From now on and throughout this paper it is assumed that $\Omega \subset \mathbb{R}^{3}$ is a bounded strong Lipschitz domain.

If the domain $\Omega$ has to be topologically trivial, we will always indicate this in the respective result. Note that several results will hold for arbitrary open subsets $\Omega$ of $\mathbb{R}^{3}$. All results are valid for bounded and topologically trivial strong Lipschitz domains $\Omega \subset \mathbb{R}^{3}$. Nevertheless, most of the results will remain true for bounded strong Lipschitz domains $\Omega \subset \mathbb{R}^{3}$.

### 2.4. Vector analysis

In this last part of the preliminary section, we summarize and prove several results related to scalar and vector potentials of various smoothness, corresponding Friedrichs/Poincaré type estimates, and related Helmholtz decompositions of $\mathrm{L}^{2}(\Omega)$ and other Hilbert and Sobolev spaces. This is a first application of the functional analysis toolbox Section 2.1 for the operators grad, curl, div, and their adjoints - div, curl, - grad. Although these are well-known facts, we recall and collect them here, as we will use later similar techniques to obtain related results for the more complicated operators Gradgrad, $\operatorname{Curl}_{\mathbb{S}}^{\circ}, \operatorname{Div}_{\mathbb{T}}$, and their adjoints divDives, symCurl ${ }_{\mathbb{T}}$, $-\operatorname{devGrad}$, introduced in Section 3. Let

$$
\begin{gathered}
\mathrm{A}_{0}:=\operatorname{\circ } \operatorname{grad}: \circ^{1}(\Omega) \subset \mathrm{L}^{2}(\Omega) \longrightarrow \mathbf{L}^{2}(\Omega), \\
\mathrm{A}_{1}:=\operatorname{curl}: \dot{\mathrm{H}}(\operatorname{curl}, \Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{L}^{2}(\Omega), \\
\mathrm{A}_{2}:=\operatorname{div}: \dot{\mathbf{H}}(\operatorname{div}, \Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega)
\end{gathered}
$$

Then $A_{0}, A_{1}$, and $A_{2}$ are unbounded, densely defined, and closed linear operators with adjoints

$$
\begin{gathered}
\mathrm{A}_{0}^{*}=\operatorname{grad}^{*}=-\operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega), \\
\mathrm{A}_{1}^{*}=\operatorname{cur}^{*}=\operatorname{curl}: \mathbf{H}(\operatorname{curl}, \Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathbf{L}^{2}(\Omega), \\
\mathrm{A}_{2}^{*}=\operatorname{div}^{*}=-\operatorname{grad}: \mathrm{H}^{1}(\Omega) \subset \mathrm{L}^{2}(\Omega) \longrightarrow \mathbf{L}^{2}(\Omega)
\end{gathered}
$$

and the sequence or complex properties

$$
\begin{aligned}
& R\left(\mathrm{~A}_{0}\right)=\operatorname{grad}^{\circ} \dot{H}^{1}(\Omega) \subset \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega)=N\left(\mathrm{~A}_{1}\right), \\
& R\left(\mathrm{~A}_{1}^{*}\right)=\operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \subset \mathbf{H}(\operatorname{div} 0, \Omega)=N\left(\mathrm{~A}_{0}^{*}\right), \\
& R\left(\mathrm{~A}_{1}\right)=\operatorname{curl} \dot{\mathbf{H}}(\operatorname{curl}, \Omega) \subset \dot{\mathbf{H}}(\operatorname{div} 0, \Omega)=N\left(\mathrm{~A}_{2}\right), \\
& R\left(\mathrm{~A}_{2}^{*}\right)=\operatorname{grad} \mathrm{H}^{1}(\Omega) \subset \mathbf{H}(\operatorname{curl} 0, \Omega)=N\left(\mathrm{~A}_{1}^{*}\right)
\end{aligned}
$$

hold. Note $N\left(\mathrm{~A}_{0}\right)=\{0\}$ and $N\left(\mathrm{~A}_{2}^{*}\right)=\mathbb{R}$. Moreover, the embeddings

$$
\begin{aligned}
& D\left(\mathrm{~A}_{1}\right) \cap D\left(\mathrm{~A}_{0}^{*}\right)=\stackrel{\circ}{\mathbf{H}}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div}, \Omega) \hookrightarrow \mathrm{L}^{2}(\Omega) \\
& D\left(\mathrm{~A}_{2}\right) \cap D\left(\mathrm{~A}_{1}^{*}\right)=\stackrel{\circ}{\mathbf{H}}(\operatorname{div}, \Omega) \cap \mathbf{H}(\operatorname{curl}, \Omega) \hookrightarrow \mathrm{L}^{2}(\Omega)
\end{aligned}
$$

are compact. The latter compact embeddings are called Maxwell compactness properties or Weck's selection theorems. The first proof for strong Lipschitz domains (uniform cone like domains) avoiding smoothness of $\Gamma$ was given by Weck in [9]. Generally, Weck's selection theorems hold, e.g. for weak Lipschitz domains, see [10], or even for more general domains with $p$-cusps or antennas, see [11, 12]. See also [13] for a different proof in the case of a strong Lipschitz domain. Weck's selection theorem for mixed boundary conditions has been proved in [14] for strong Lipschitz domains and recently in [15] for weak Lipschitz domains. Similar to Rellich's selection theorem, i.e. the compact embedding of $\dot{H}^{1}(\Omega)$ resp. $\mathrm{H}^{1}(\Omega)$ into $\mathrm{L}^{2}(\Omega)$, it is crucial that the domain $\Omega$ is bounded. Finally, the kernels

$$
\begin{aligned}
& N\left(\mathrm{~A}_{1}\right) \cap N\left(\mathrm{~A}_{0}^{*}\right)=\stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega)=: \mathscr{H}_{\mathrm{D}} \\
& N\left(\mathrm{~A}_{2}\right) \cap N\left(\mathrm{~A}_{1}^{*}\right)=\dot{\mathbf{H}}(\operatorname{div} 0, \Omega) \cap \mathbf{H}(\operatorname{curl} 0, \Omega)=: \mathscr{H}_{\mathrm{N}}
\end{aligned}
$$

are finite dimensional, as the unit balls are compact, i.e. the spaces of Dirichlet resp. Neumann fields are finite dimensional. More precisely, the dimension of the Dirichlet resp. Neumann fields depends on the topology or cohomology of $\Omega$, i.e. equals the second resp. first Betti number, see, e.g. [16, 17]. Especially we have

$$
\mathscr{H}_{\mathrm{D}}=\{0\}, \text { if } \Gamma \text { is connected, } \quad \mathscr{H}_{\mathrm{N}}=\{0\}, \text { if } \Omega \text { is simply connected. }
$$

Remark 2.19: Our general assumption on $\Omega$ to be bounded and strong Lipschitz ensures that Weck's selection theorems (and thus also Rellich's) hold. The additional assumption that $\Omega$ is also topologically trivial excludes the existence of non-trivial Dirichlet or Neumann fields, as $\Omega$ is simply connected with a connected boundary $\Gamma$.

By the results of the functional analysis toolbox Section 2.1 we see that all ranges are closed with

$$
\begin{array}{lll}
R\left(\mathrm{~A}_{0}\right)=R\left(\mathcal{A}_{0}\right), & R\left(\mathrm{~A}_{1}\right)=R\left(\mathcal{A}_{1}\right), & R\left(\mathrm{~A}_{2}\right)=R\left(\mathcal{A}_{2}\right) \\
R\left(\mathrm{~A}_{0}^{*}\right)=R\left(\mathcal{A}_{0}^{*}\right), & R\left(\mathrm{~A}_{1}^{*}\right)=R\left(\mathcal{A}_{1}^{*}\right), & R\left(\mathrm{~A}_{2}^{*}\right)=R\left(\mathcal{A}_{2}^{*}\right)
\end{array}
$$

i.e. the ranges
$\underset{\circ}{\operatorname{grad}} \mathrm{H}^{1}(\Omega), \quad \operatorname{grad} \mathrm{H}^{1}(\Omega)=\operatorname{grad}\left(\mathrm{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)\right)$,
$\operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega)=\operatorname{curl}(\dot{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega))$,
$\operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega)=\operatorname{curl}(\mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{corl} \mathbf{H}(\operatorname{curl}, \Omega))$,
$\operatorname{div} \dot{\mathbf{H}}(\operatorname{div}, \Omega)=\operatorname{div}\left(\stackrel{\circ}{\mathbf{H}}(\operatorname{div}, \Omega) \cap \operatorname{grad} \mathbf{H}^{1}(\Omega)\right), \quad \operatorname{div} \mathbf{H}(\operatorname{div}, \Omega)=\operatorname{div}\left(\mathbf{H}(\operatorname{div}, \Omega) \cap \circ_{\operatorname{grad}}^{\mathbf{H}^{1}}(\Omega)\right)$
are closed, and the reduced operators are

$$
\begin{aligned}
& \mathcal{A}_{0}=\underset{\circ}{\operatorname{grad}}: \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \subset \mathrm{L}^{2}(\Omega) \longrightarrow \operatorname{grad} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega), \\
& \mathcal{A}_{1}=\operatorname{curl}: \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \subset \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \longrightarrow \operatorname{curl} \mathbf{H}(c u r l, \Omega), \\
& \mathcal{A}_{2}=\operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad} \mathrm{H}^{1}(\Omega) \subset \operatorname{grad} \mathrm{H}^{1}(\Omega) \longrightarrow \mathrm{L}_{0}^{2}(\Omega), \\
& \mathcal{A}_{0}^{*}=-\operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \subset \operatorname{grad} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega) \text {, } \\
& \mathcal{A}_{1}^{*}=\operatorname{curl}: \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \subset \operatorname{curl}_{\circ}^{\mathbf{H}}(\operatorname{curl}, \Omega) \longrightarrow \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \text {, } \\
& \mathcal{A}_{2}^{*}=-\operatorname{grad}: \mathrm{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega) \subset \mathrm{L}_{0}^{2}(\Omega) \longrightarrow \operatorname{grad} \mathrm{H}^{1}(\Omega) .
\end{aligned}
$$

Moreover, we have the following well-known Helmholtz decompositions of $\mathbf{L}^{2}$-vector fields into irrotational and solenoidal vector fields, corresponding Friedrichs/Poincaré type estimates and continuous or compact inverse operators.

Lemma 2.20: The Helmholtz decompositions

$$
\begin{aligned}
& \mathrm{L}^{2}(\Omega)=\operatorname{div} \dot{\mathbf{H}}(\operatorname{div}, \Omega) \oplus_{\mathrm{L}^{2}(\Omega)} \mathbb{R}, \quad \operatorname{div} \dot{\mathbf{H}}(\operatorname{div}, \Omega)=\mathrm{L}_{0}^{2}(\Omega), \\
& \mathrm{L}^{2}(\Omega)=\operatorname{div} \mathbf{H}(\operatorname{div}, \Omega)
\end{aligned}
$$

$$
\begin{aligned}
\mathbf{L}^{2}(\Omega) & =\operatorname{grad}^{\circ} \stackrel{\mathrm{H}}{ }^{(\Omega)} \oplus_{\mathbf{L}^{2}(\Omega)} \mathbf{H}(\operatorname{div} 0, \Omega) \\
& =\stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega) \oplus_{\mathbf{L}^{2}(\Omega)} \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \\
& =\operatorname{grad}^{\circ} \stackrel{\mathrm{H}}{ }^{(\Omega) \oplus_{\mathbf{L}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}} \oplus_{\mathbf{L}^{2}(\Omega)} \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega),} \\
\mathbf{L}^{2}(\Omega) & =\operatorname{grad}^{\mathbf{H}^{1}(\Omega) \oplus_{\mathbf{L}^{2}(\Omega)} \dot{\mathbf{H}}(\operatorname{div} 0, \Omega)} \\
& =\mathbf{H}(\operatorname{curl} 0, \Omega) \oplus_{\mathbf{L}^{2}(\Omega)} \operatorname{curl} \dot{\mathbf{H}}(\operatorname{curl}, \Omega) \\
& =\operatorname{grad} \mathbf{H}^{1}(\Omega) \oplus_{\mathbf{L}^{2}(\Omega)} \mathscr{H}_{\mathbf{N}} \oplus_{\mathbf{L}^{2}(\Omega)} \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega)
\end{aligned}
$$

hold. Moreover, (14) is true for the respective ranges and the 'better' potentials in (14) are uniquely determined and depend continuously in the right-hand sides. If $\Gamma$ is connected, it holds $\mathscr{H}_{\mathrm{D}}=\{0\}$ and, e.g.

$$
\begin{aligned}
\mathbf{L}^{2}(\Omega) & =\stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega) \oplus \mathbf{H}(\operatorname{div} 0, \Omega), \\
\stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega) & =\stackrel{\circ}{\operatorname{grad}} \stackrel{\circ}{H}^{1}(\Omega), \quad \mathbf{H}(\operatorname{div} 0, \Omega)=\operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega)=\operatorname{curl}(\mathbf{H}(\operatorname{curl}, \Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)) .
\end{aligned}
$$

If $\Omega$ is simply connected, it holds $\mathscr{H}_{\mathrm{N}}=\{0\}$ and, e.g.

$$
\begin{aligned}
\mathbf{L}^{2}(\Omega) & =\mathbf{H}(\operatorname{curl} 0, \Omega) \oplus \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega), \\
\mathbf{H}(\operatorname{curl} 0, \Omega) & =\operatorname{grad} \mathbf{H}^{1}(\Omega), \quad \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)=\operatorname{curl} \stackrel{\circ}{\mathbf{~}}(\operatorname{curl}, \Omega)=\operatorname{curl}^{\circ}(\stackrel{\circ}{\mathbf{H}}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega)) .
\end{aligned}
$$

Lemma 2.21: The following Friedrichs/Poincaré type estimates hold. There exist positive constants $c_{\mathrm{g}}$, $c_{\mathrm{r}}, c_{\mathrm{d}}$, such that

$$
\begin{aligned}
& \forall u \in \dot{\mathrm{H}}^{1}(\Omega) \\
& \forall \mathbf{v} \in \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{arad} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \\
& \forall \mathbf{v} \in \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \\
& \forall \mathbf{v} \in \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \\
& \forall \mathbf{v} \in \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad} \mathbf{H}^{1}(\Omega) \\
& \forall u \in \mathrm{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega) \\
& \begin{aligned}
|u|_{L^{2}(\Omega)} & \leq c_{\mathrm{g}}|\operatorname{grad} u|_{\mathrm{L}^{2}(\Omega)}, \\
|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} & \leq c_{\mathrm{g}}|\operatorname{div} \mathbf{v}|_{\mathrm{L}^{2}(\Omega)}, \\
|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} & \leq c_{\mathrm{r}}|\operatorname{curl}|_{\mathbf{L}^{2}(\Omega)}, \\
|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} & \leq c_{\mathrm{r}} \mid \operatorname{curl} \mathbf{v}_{\mathrm{L}^{2}(\Omega)}, \\
|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} & \leq c_{\mathrm{d}}|\operatorname{div} \mathbf{v}|_{\mathrm{L}^{2}(\Omega)}, \\
|u|_{\mathrm{L}^{2}(\Omega)} & \leq c_{\mathrm{d}}|\operatorname{grad} u|_{\mathbf{L}^{2}(\Omega)} .
\end{aligned}
\end{aligned}
$$

Moreover, the reduced versions of the operators

> grad, curl, div, grad, curl, div
have continuous resp. compact inverse operators

$$
\begin{aligned}
& \operatorname{grad}^{-1}: \underset{\circ}{\operatorname{grad}} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \longrightarrow \stackrel{\circ}{\mathrm{H}}^{1}(\Omega), \quad \operatorname{grad}^{-1}: \underset{\circ}{\operatorname{grad}} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega) \text {, } \\
& \operatorname{div}^{-1}: \mathrm{L}^{2}(\Omega) \longrightarrow \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad}^{\circ} \stackrel{\mathrm{H}}{ }^{1}(\Omega), \\
& \operatorname{curl}^{-1}: \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \longrightarrow \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega), \quad \operatorname{curl}^{-1}: \operatorname{curl}_{\circ}^{\mathbf{H}}(\operatorname{curl}, \Omega) \longrightarrow \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \subset \mathbf{L}^{2}(\Omega),
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{curl}^{-1}: \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) & \longrightarrow \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega), & \operatorname{curl}^{-1}: \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) & \longrightarrow \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \subset \mathbf{L}^{2}(\Omega), \\
\operatorname{div}^{-1}: \mathrm{L}_{0}^{2}(\Omega) & \longrightarrow \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad} \mathbf{H}^{1}(\Omega), & \operatorname{div}^{-1}: \mathrm{L}_{0}^{2}(\Omega) & \longrightarrow \operatorname{grad} \mathbf{H}^{1}(\Omega) \subset \mathbf{L}^{2}(\Omega), \\
\operatorname{grad}^{-1}: \operatorname{grad} \mathbf{H}^{1}(\Omega) & \longrightarrow \mathbf{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega), & \operatorname{grad}^{-1}: \operatorname{grad}^{1}(\Omega) & \longrightarrow \mathrm{L}_{0}^{2}(\Omega),
\end{aligned}
$$

with norms $\left(1+c_{\mathrm{g}}^{2}\right)^{1 / 2},\left(1+c_{\mathrm{r}}^{2}\right)^{1 / 2},\left(1+c_{\mathrm{d}}^{2}\right)^{1 / 2}$ resp. $c_{\mathrm{g}}, c_{\mathrm{r}}, c_{\mathrm{d}}$. In other words, the operators

$$
\begin{aligned}
& \text { grad : } \stackrel{\circ}{H}^{1}(\Omega) \longrightarrow \underset{\circ}{\operatorname{grad}} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega), \quad \operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \cap{ }_{\circ}^{\operatorname{grad}} \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega), \\
& u \longmapsto \operatorname{grad} u \\
& \mathbf{v} \longmapsto \operatorname{div} \mathbf{v} \\
& \text { curl : } \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega) \longrightarrow \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega), \quad \operatorname{curl}: \mathbf{H}(\operatorname{curl}, \Omega) \cap \operatorname{corl} \mathbf{H}(\operatorname{curl}, \Omega) \longrightarrow \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega), \\
& \mathbf{v} \longmapsto \text { curl } \mathbf{v} \\
& \text { div : } \mathbf{H}(\operatorname{div}, \Omega) \cap \operatorname{grad} \mathbf{H}^{1}(\Omega) \longrightarrow \mathrm{L}_{0}^{2}(\Omega) \text {, } \\
& \operatorname{grad}: \mathrm{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega) \longrightarrow \operatorname{grad} \mathrm{H}^{1}(\Omega), \\
& u \longmapsto \operatorname{grad} u
\end{aligned}
$$

are topological isomorphisms. If $\Omega$ is topologically trivial, then

$$
\begin{align*}
& \operatorname{grad}: \dot{H}^{1}(\Omega) \longrightarrow \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega), \quad \operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \cap \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega) \longrightarrow \mathrm{L}^{2}(\Omega), \\
& u \longmapsto \operatorname{grad} u \\
& \text { curl : } \mathbf{H}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega) \longrightarrow \mathbf{H}(\operatorname{div} 0, \Omega) \text {, } \\
& \mathbf{v} \longmapsto \operatorname{curl} \mathbf{v} \\
& \operatorname{div}: \mathbf{H}(\operatorname{div}, \Omega) \cap \mathbf{H}(\operatorname{curl} 0, \Omega) \longrightarrow \mathrm{L}_{0}^{2}(\Omega) \text {, } \\
& \mathbf{v} \longmapsto \operatorname{div} \mathbf{v}  \tag{15}\\
& \mathbf{v} \longmapsto \operatorname{div} \mathbf{v} \\
& \text { curl : } \mathbf{H}(\operatorname{curl}, \Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega) \longrightarrow \mathbf{H}(\operatorname{div} 0, \Omega) \text {, } \\
& \mathbf{v} \longmapsto \operatorname{curl} \mathbf{v} \\
& \operatorname{grad}: \mathrm{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega) \longrightarrow \mathbf{H}(\operatorname{curl} 0, \Omega), \\
& u \longmapsto \operatorname{grad} u
\end{align*}
$$

are topological isomorphisms.
Remark 2.22: Recently it has been shown in [18-20] that for bounded and convex $\Omega \subset \mathbb{R}^{3}$ it holds

$$
c_{\mathrm{r}} \leq c_{\mathrm{d}} \leq \frac{\operatorname{diam} \Omega}{\pi}
$$

i.e. the Maxwell constant $c_{r}$ can be estimated from above by the Poincaré constant $c_{\mathrm{d}}$.

Remark 2.23: Some of the previous results can be formulated equivalently in terms of complexes: The sequence

and thus also its dual or adjoint sequence

$$
\{0\} \stackrel{0}{\leftrightarrows} \mathrm{~L}^{2}(\Omega) \stackrel{- \text { div }}{\longleftarrow} \mathbf{H}(\operatorname{div}, \Omega) \stackrel{\text { curl }}{\longleftarrow} \mathbf{H}(\operatorname{curl}, \Omega) \stackrel{-\operatorname{grad}}{\leftrightarrows} \mathbf{H}^{1}(\Omega) \stackrel{\iota_{\mathbb{R}}}{\longleftarrow} \mathbb{R}
$$

are closed Hilbert complexes. Here $\pi_{\mathbb{R}}: L^{2}(\Omega) \rightarrow \mathbb{R}$ denotes the orthogonal projector onto $\mathbb{R}$ with adjoint $\pi_{\mathbb{R}}^{*}=\iota_{\mathbb{R}}: \mathbb{R} \rightarrow L^{2}(\Omega)$, the canonical embedding. If $\Omega$ is additionally topologically trivial, then the complexes are also exact. These complexes are widely known as de Rham complexes.

Let $\Omega$ be additionally topologically trivial. For irrotational vector fields in $\mathbf{H}^{m}(\Omega)$ resp. $\mathbf{H}^{m}(\Omega)$ we have smooth potentials, which follows immediately by $\mathbf{H}$ (curl $\left.0, \Omega\right)=\operatorname{grad}^{\circ} \dot{H}^{1}(\Omega)$ resp. $H(\operatorname{curl} 0, \Omega)=\operatorname{grad}^{1}(\Omega)$ from the previous lemma.

Lemma 2.24: Let $\Omega$ be additionally topologically trivial and $m \in \mathbb{N}_{0}$. Then
hold with linear and continuous potential operators P grad ${ }^{\circ}, \mathrm{P}_{\text {grad }}$.
So, for each $\mathbf{v} \in \stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega)$, we have $\mathbf{v}=\underset{\circ}{\circ} \operatorname{grad} u$ for the potential $u=\mathrm{P}_{\text {grad }}^{\circ} \mathbf{v} \in$ $\dot{H}^{m+1}(\Omega)$ and, analogously, for each $\mathbf{v} \in \mathbf{H}^{m}(\Omega) \cap \mathbf{H}$ (curl, $\left.\Omega\right)$, it holds $\mathbf{v}=\operatorname{grad} u$ for the potential $u=\mathrm{P}_{\mathrm{grad}} \mathbf{v} \in \mathrm{H}^{m+1}(\Omega)$. Note that the potential in $\mathrm{H}^{m+1}(\Omega)$ is uniquely determined only up to a constant.

For solenoidal vector fields in $\stackrel{\mathrm{H}^{m}}{(\Omega)}$ resp. $\mathbf{H}^{m}(\Omega)$ we have smooth potentials, too.
Lemma 2.25: Let $\Omega$ be additionally topologically trivial and $m \in \mathbb{N}_{0}$. Then

$$
\dot{\mathbf{H}}^{m}(\Omega) \cap \dot{\mathbf{H}}(\operatorname{div} 0, \Omega)=\operatorname{curl} \dot{\mathbf{H}}^{m+1}(\Omega), \quad \mathbf{H}^{m}(\Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega)=\operatorname{curl} \mathbf{H}^{m+1}(\Omega)
$$

hold with linear and continuous potential operators $\mathrm{P}_{\text {curl }}^{\circ}, \mathrm{P}_{\text {curl }}$.
For a proof see, e.g. [21, Corollary 4.7] or with slight modifications the generalized lifting lemma [22, Corollary 5.4] for the case $d=3, k=m, l=2$. Moreover, the potential in $\stackrel{\circ}{H}^{m+1}(\Omega)$ resp. $\mathrm{H}^{m+1}(\Omega)$ is no longer uniquely determined.

For the divergence operator we have the following result.
Lemma 2.26: Let $m \in \mathbb{N}_{0}$. Then

$$
\stackrel{\circ}{H}^{m}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)=\operatorname{div} \stackrel{\circ}{\mathbf{H}}^{m+1}(\Omega), \quad \mathbf{H}^{m}(\Omega)=\operatorname{div} \mathbf{H}^{m+1}(\Omega)
$$

hold with linear and continuous potential operators $\mathrm{P}_{\text {div }}, \mathrm{P}_{\text {div }}$.
Again, the potential in $\stackrel{\mathrm{H}}{ }^{m+1}(\Omega)$ resp. $\mathbf{H}^{m+1}(\Omega)$ is no longer uniquely determined. Also Lemma 2.24 resp. Lemma 2.26 has been proved in [21, Corollary 4.7(b)] and in [22, Corollary 5.4] for the case $d=3, k=m, l=1$ resp. $d=3, k=m, l=3$.

Remark 2.27: Lemma 2.26, which shows a classical result on the solvability and on the properties of the solution operator of the divergence equation, is an important tool in fluid dynamics, i.e. in the theory of Stokes or Navier-Stokes equations. The potential operator is often called Bogovskii operator, see [23, 24] for the original works and also [[25, p.179, Theorem III.3.3], [26, Lemma 2.1.1]]. Moreover, there are also versions of Lemmas 2.24 and 2.25 , if $\Omega$ is not topologically trivial, which we will not need in the paper at hand.

Remark 2.28: A closer inspection of Lemmas 2.24 and 2.25 and their proofs shows that these results extend to general topologies as well. More precisely we have:
(i) It holds

$$
\begin{aligned}
& \stackrel{\mathrm{H}}{ }_{m}(\Omega) \cap \operatorname{grad}_{\mathrm{H}^{1}}(\Omega)=\stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega) \cap \mathscr{H}_{\mathrm{D}}^{\perp}=\underset{\operatorname{grad} \stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega),}{\mathbf{H}^{m}(\Omega) \cap \operatorname{grad} \mathbf{H}^{1}(\Omega)=\mathbf{H}^{m}(\Omega) \cap \mathbf{H}(\operatorname{curl} 0, \Omega) \cap \mathscr{H}_{\mathrm{N}}^{\perp}=\operatorname{grad} \mathrm{H}^{m+1}(\Omega)}
\end{aligned}
$$

with linear and continuous potential operators $\mathrm{P}_{\text {grad }}^{\circ}, \mathrm{P}_{\text {grad }}$.
(ii) It holds

$$
\begin{aligned}
& \stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \operatorname{curl} \stackrel{\circ}{\mathbf{H}}(\operatorname{curl}, \Omega)=\stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega) \cap \mathscr{H} \frac{\circ}{\mathrm{N}}=\operatorname{curl} \stackrel{\circ}{\mathbf{H}}^{m+1}(\Omega), \\
& \mathbf{H}^{m}(\Omega) \cap \operatorname{curl} \mathbf{H}(\operatorname{curl}, \Omega)=\mathbf{H}^{m}(\Omega) \cap \mathbf{H}(\operatorname{div} 0, \Omega) \cap \mathscr{H} \frac{1}{\mathrm{D}}=\operatorname{curl} \mathbf{H}^{m+1}(\Omega)
\end{aligned}
$$

with linear and continuous potential operators $\mathrm{P}_{\text {curl }}^{\circ}, \mathrm{P}_{\text {curl }}$.
Using the latter three results and Lemma 2.14, irrotational and solenoidal vector fields in $\mathbf{H}^{-m}(\Omega)$ can be characterized.

Corollary 2.29: Let $\Omega$ be additionally topologically trivial and $m \in \mathbb{N}$. Then

$$
\mathbf{H}^{-m}(\operatorname{curl} 0, \Omega)=\operatorname{grad} \mathrm{H}^{-m+1}(\Omega)=\operatorname{grad}\left(\stackrel{\circ}{ }^{m-1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)\right)^{\prime}
$$

is closed in $\mathbf{H}^{-m}(\Omega)$ with continuous inverse, i.e. $\operatorname{grad}^{-1} \in B L\left(\mathbf{H}^{-m}(\operatorname{curl} 0, \Omega),\left(\stackrel{\circ}{4}^{m-1}(\Omega) \cap\right.\right.$ $\left.\left.\mathrm{L}_{0}^{2}(\Omega)\right)^{\prime}\right)$. Especially for $m=1$,

$$
\mathbf{H}^{-1}(\operatorname{curl} 0, \Omega)=\operatorname{grad}^{2}(\Omega)=\operatorname{grad}_{0}^{2}(\Omega)
$$

is closed in $\mathbf{H}^{-1}(\Omega)$ with continuous inverse $\operatorname{grad}^{-1} \in B L\left(\mathbf{H}^{-1}(\operatorname{curl} 0, \Omega), \mathrm{L}_{0}^{2}(\Omega)\right)$ and uniquely determined potential in $\mathrm{L}_{0}^{2}(\Omega)$. Moreover,

$$
\exists c_{\mathrm{g},-1}>0 \quad \forall u \in \mathrm{~L}_{0}^{2}(\Omega) \quad|u|_{\mathrm{L}^{2}(\Omega)} \leq c_{\mathrm{g},-1}|\operatorname{grad} u|_{\mathbf{H}^{-1}(\Omega)} \leq \sqrt{3} c_{\mathrm{g},-1}|u|_{\mathrm{L}^{2}(\Omega)}
$$

and the inf-sup-condition

$$
0<\frac{1}{c_{\mathrm{g},-1}}=\inf _{0 \neq u \in \mathrm{~L}_{0}^{2}(\Omega)} \frac{|\operatorname{grad} u|_{\mathbf{H}^{-1}(\Omega)}}{|u|_{\mathrm{L}^{2}(\Omega)}}=\inf _{0 \neq u \in \mathrm{~L}_{0}^{2}(\Omega)} \sup _{0 \neq \mathbf{v} \in \mathbf{H}^{1}(\Omega)} \frac{\langle u, \operatorname{div} \mathbf{v}\rangle_{\mathrm{L}^{2}(\Omega)}}{|u|_{\mathrm{L}^{2}(\Omega)}|\operatorname{Grad} \mathbf{v}|_{\mathbf{L}^{2}(\Omega)}}
$$

holds.
Proof: Let $\mathrm{X}_{0}:=\stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega), \mathrm{X}_{1}:=\stackrel{\circ}{\mathbf{H}}^{m}(\Omega), \mathrm{X}_{2}:=\stackrel{\circ}{\mathrm{H}}^{m-1}(\Omega)$ and

$$
\mathrm{A}_{0}:=\operatorname{corl}: \stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega) \rightarrow \stackrel{\circ}{\mathrm{H}}^{m}(\Omega), \quad \mathrm{A}_{1}:=-\operatorname{div}: \stackrel{\circ}{\mathrm{H}}^{m}(\Omega) \rightarrow \stackrel{\circ}{\mathrm{H}}^{m-1}(\Omega) .
$$

These linear operators are bounded, $R\left(\mathrm{~A}_{0}\right)=\operatorname{curl} \stackrel{\circ}{\mathbf{H}}^{m+1}(\Omega)=\stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)=N\left(\mathrm{~A}_{1}\right)$ by Lemma 2.25, and $R\left(\mathrm{~A}_{1}\right)=\operatorname{div} \stackrel{\circ}{\mathrm{H}}^{m}(\Omega)=\stackrel{\circ}{\mathrm{H}}^{m-1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)$ by Lemma 2.26. Therefore, $R\left(\mathrm{~A}_{1}\right)$ is closed. For the adjoint operators we get

$$
\mathrm{A}_{0}^{\prime}=\operatorname{curl}=\operatorname{curl}^{\prime}: \mathbf{H}^{-m}(\Omega) \rightarrow \mathbf{H}^{-m-1}(\Omega), \quad \mathrm{A}_{1}^{\prime}=\operatorname{grad}=-\operatorname{div}^{\prime}: \mathrm{H}^{-m+1}(\Omega) \rightarrow \mathbf{H}^{-m}(\Omega)
$$

and obtain from Lemma 2.14 that

$$
\mathbf{H}^{-m}(\operatorname{curl} 0, \Omega)=N\left(\mathrm{~A}_{0}^{\prime}\right)=R\left(\mathrm{~A}_{1}^{\prime}\right)=\operatorname{grad} \mathrm{H}^{-m+1}(\Omega)
$$

is closed and

$$
\operatorname{grad}^{-1}=\left(\mathrm{A}_{1}^{\prime}\right)^{-1} \in B L\left(R\left(\mathrm{~A}_{1}^{\prime}\right), R\left(\mathrm{~A}_{1}\right)^{\prime}\right)=B L\left(\mathbf{H}^{-m}(\operatorname{curl} 0, \Omega),\left(\dot{\mathrm{H}}^{m-1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)\right)^{\prime}\right),
$$

which completes the proof for general $m$. If $m=1$, we get the assertions about the Friedrichs/Poincaré/ Nečas inequality and inf-sup-condition by Lemma 2.16, i.e. (11) and (13).

Corollary 2.30: Let $\Omega$ be additionally topologically trivial and $m \in \mathbb{N}$. Then

$$
\mathbf{H}^{-m}(\operatorname{div} 0, \Omega)=\operatorname{curl} \mathbf{H}^{-m+1}(\Omega)=\operatorname{curl}\left(\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)\right)^{\prime}
$$

is closed in $\mathbf{H}^{-m}(\Omega)$ with continuous inverse, i.e. curl ${ }^{-1} \in B L\left(\mathbf{H}^{-m}(\operatorname{div} 0, \Omega),\left(\dot{H}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0\right.\right.$, $\Omega))^{\prime}$ ). Especially for $m=1$,

$$
\mathbf{H}^{-1}(\operatorname{div} 0, \Omega)=\operatorname{curl} \mathbf{L}^{2}(\Omega)=\operatorname{curl} \mathbf{H}(\operatorname{div} 0, \Omega)
$$

is closed in $\mathbf{H}^{-1}(\Omega)$ with continuous inverse $\operatorname{curl}^{-1} \in B L\left(\mathbf{H}^{-1}(\operatorname{div} 0, \Omega), \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)\right)$ and uniquely determined potential in $\mathbf{H}(\operatorname{div} 0, \Omega)$. Moreover,

$$
\exists c_{r,-1}>0 \quad \forall \mathbf{v} \in \mathbf{H}(\operatorname{div} 0, \Omega) \quad|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} \leq c_{r,-1}|\operatorname{curl} \mathbf{v}|_{\mathbf{H}^{-1}(\Omega)} \leq \sqrt{2} c_{r,-1}|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}
$$

and the inf-sup-condition

$$
0<\frac{1}{c_{r,-1}}=\inf _{0 \neq \mathbf{v} \in \mathbf{H}(\operatorname{div} 0, \Omega)} \frac{|\operatorname{curl} \mathbf{v}|_{\mathbf{H}^{-1}(\Omega)}}{|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}}=\inf _{0 \neq \mathbf{v} \in \mathbf{H}(\operatorname{div} 0, \Omega)} \sup _{0 \neq \mathbf{w} \in \dot{\mathbf{H}}^{1}(\Omega)} \frac{\langle\mathbf{v}, \operatorname{curl} \mathbf{w}\rangle_{\mathbf{L}^{2}(\Omega)}}{|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}|\operatorname{Grad} \mathbf{w}|_{\mathcal{L}^{2}(\Omega)}}
$$

holds.

Proof: Let $\mathrm{X}_{0}:=\stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega), \mathrm{X}_{1}:=\stackrel{\circ}{\mathrm{H}}^{m}(\Omega), \mathrm{X}_{2}:=\stackrel{\circ}{\mathrm{H}}^{m-1}(\Omega)$ and

$$
\mathrm{A}_{0}:=\underset{\operatorname{grad}}{\circ} \stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega) \rightarrow \stackrel{\circ}{\mathbf{H}}^{m}(\Omega), \quad \mathrm{A}_{1}:=\stackrel{\circ}{\operatorname{curl}}: \stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \rightarrow \stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) .
$$

These linear operators are bounded, $R\left(\mathrm{~A}_{0}\right)=\stackrel{\circ}{\operatorname{grad}} \stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega)=\stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \cap \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega)=N\left(\mathrm{~A}_{1}\right)$ by Lemma 2.24, and $R\left(\mathrm{~A}_{1}\right)=\operatorname{curl} \stackrel{\circ}{\mathbf{H}}^{m}(\Omega)=\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)$ by Lemma 2.25. Therefore, $R\left(\mathrm{~A}_{1}\right)$ is closed. For the adjoint operators we get

$$
\mathrm{A}_{0}^{\prime}=-\operatorname{div}=\operatorname{grad}^{\prime}: \mathbf{H}^{-m}(\Omega) \rightarrow \mathbf{H}^{-m-1}(\Omega), \quad \mathrm{A}_{1}^{\prime}=\operatorname{curl}=\operatorname{curl}^{\circ}: \mathbf{H}^{-m+1}(\Omega) \rightarrow \mathbf{H}^{-m}(\Omega)
$$

and obtain from Lemma 2.14 that

$$
\mathbf{H}^{-m}(\operatorname{div} 0, \Omega)=N\left(\mathrm{~A}_{0}^{\prime}\right)=R\left(\mathrm{~A}_{1}^{\prime}\right)=\operatorname{curl} \mathbf{H}^{-m+1}(\Omega)
$$

is closed and

$$
\operatorname{curl}^{-1}=\left(\mathrm{A}_{1}^{\prime}\right)^{-1} \in B L\left(R\left(\mathrm{~A}_{1}^{\prime}\right), R\left(\mathrm{~A}_{1}\right)^{\prime}\right)=B L\left(\mathbf{H}^{-m}(\operatorname{div} 0, \Omega),\left(\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{div} 0, \Omega)\right)^{\prime}\right),
$$

which completes the proof for general $m$. If $m=1$, we get the assertions about the Friedrichs/Poincaré/ Nečas inequality and inf-sup-condition by Lemma 2.16, i.e. (11) and (13).

Let us present the corresponding result for the divergence as well.

Corollary 2.31: Let $\Omega$ be additionally topologically trivial and $m \in \mathbb{N}$. Then

$$
\mathbf{H}^{-m}(\Omega)=\operatorname{div} \mathbf{H}^{-m+1}(\Omega)=\operatorname{div}\left(\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega)\right)^{\prime}
$$

(is closed in $\left.\mathbf{H}^{-m}(\Omega)\right)$ with continuous inverse, i.e. $\operatorname{div}^{-1} \in B L\left(\mathrm{H}^{-m}(\Omega),\left(\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega)\right)^{\prime}\right)$. Especially for $m=1$,

$$
\mathrm{H}^{-1}(\Omega)=\operatorname{div} \mathrm{L}^{2}(\Omega)=\operatorname{div} \mathbf{H}(\operatorname{curl} 0, \Omega)
$$

(is closed in $\left.\mathrm{H}^{-1}(\Omega)\right)$ with continuous inverse $\operatorname{div}^{-1} \in B L\left(\mathrm{H}^{-1}(\Omega), \stackrel{\circ}{\mathrm{H}}(\operatorname{curl} 0, \Omega)\right)$ and uniquely determined potential in $\mathbf{H}$ (curl $0, \Omega$ ). Moreover,

$$
\exists c_{\mathrm{d},-1}>0 \quad \forall \mathbf{v} \in \stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega) \quad|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} \leq c_{\mathrm{d},-1}|\operatorname{div} \mathbf{v}|_{\mathrm{H}^{-1}(\Omega)} \leq c_{\mathrm{d},-1}|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}
$$

and the inf-sup-condition

$$
0<\frac{1}{c_{\mathrm{d},-1}}=\inf _{0 \neq \mathbf{v} \in \dot{\mathbf{H}}(\operatorname{curl} 0, \Omega)} \frac{|\operatorname{div} \mathbf{v}|_{\mathrm{H}^{-1}(\Omega)}}{|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}}=\inf _{0 \neq \mathbf{v} \in \dot{\mathbf{H}}(\operatorname{div} 0, \Omega)} \sup _{0 \neq u \in \dot{H}^{1}(\Omega)} \frac{\langle\mathbf{v}, \operatorname{grad} u\rangle_{\mathbf{L}^{2}(\Omega)}}{|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}|\operatorname{grad} u|_{\mathbf{L}^{2}(\Omega)}}
$$

holds.
Proof: Let $\mathrm{X}_{1}:=\stackrel{\circ}{\mathrm{H}}^{m}(\Omega), \mathrm{X}_{2}:=\stackrel{\mathrm{H}}{ }^{m-1}(\Omega)$ and $\mathrm{A}_{1}:=-\underset{\circ}{\operatorname{grad}}: \stackrel{\circ}{\mathrm{H}}^{m}(\Omega) \rightarrow \stackrel{\circ}{\mathrm{H}}^{m-1}(\Omega) . \mathrm{A}_{1}$ is linear and bounded with $R\left(\mathrm{~A}_{1}\right)=\operatorname{grad} \dot{\mathrm{H}}^{m}(\Omega)=\stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \cap \dot{\mathrm{H}}(\operatorname{curl} 0, \Omega)$ by Lemma 2.24. Therefore, $R\left(\mathrm{~A}_{1}\right)$ is closed. The adjoint is $\mathrm{A}_{1}^{\prime}=\operatorname{div}=-\operatorname{grad}^{\prime}: \mathbf{H}^{-m+1}(\Omega) \rightarrow \mathrm{H}^{-m}(\Omega)$ with closed range $R\left(\mathrm{~A}_{1}^{\prime}\right)=$ $\operatorname{div} \mathbf{H}^{-m+1}(\Omega)$ by the closed range theorem. Moreover, $N\left(\mathrm{~A}_{1}\right)=\{0\}$. Hence $\mathrm{A}_{1}^{\prime}$ is surjective as $\mathrm{A}_{1}$ is injective, i.e.

$$
\mathbf{H}^{-m}(\Omega)=N\left(\mathrm{~A}_{1}\right)^{\circ}=R\left(\mathrm{~A}_{1}^{\prime}\right)=\operatorname{div} \mathbf{H}^{-m+1}(\Omega) .
$$

As $\mathrm{A}_{1}$ is also surjective onto its range, $\mathrm{A}_{1}^{\prime}=\operatorname{div}: \mathbf{H}^{-m+1}(\Omega) \rightarrow R\left(\mathrm{~A}_{1}^{\prime}\right)$ is bijective. By the bounded inverse theorem we get

$$
\operatorname{div}^{-1}=\left(\mathrm{A}_{1}^{\prime}\right)^{-1} \in B L\left(R\left(\mathrm{~A}_{1}^{\prime}\right), R\left(\mathrm{~A}_{1}\right)^{\prime}\right)=B L\left(\mathrm{H}^{-m}(\Omega),\left(\mathrm{H}^{m-1}(\Omega) \cap \stackrel{\circ}{\mathbf{H}}(\operatorname{curl} 0, \Omega)\right)^{\prime}\right)
$$

which completes the proof for general $m$. If $m=1$, we get the assertions about the Friedrichs/Poincaré/ Nečas inequality and inf-sup-condition by Lemma 2.16, i.e. (11) and (13).

Remark 2.32: The results of the latter three lemmas and corollaries can be formulated equivalently in terms of complexes: Let $\Omega$ be additionally topologically trivial. Then the sequence

$$
\stackrel{\circ}{\mathrm{H}}^{m+1}(\Omega) \xrightarrow{\text { grad }} \stackrel{\circ}{\mathbf{H}}^{m}(\Omega) \xrightarrow{\stackrel{\circ}{\mathrm{curl}}} \stackrel{\circ}{\mathbf{H}}^{m-1}(\Omega) \xrightarrow{\text { div }} \stackrel{\circ}{\mathrm{H}}^{m-2}(\Omega)
$$

and thus also its dual or adjoint sequence

$$
\mathrm{H}^{-m-1}(\Omega) \stackrel{- \text { div }}{\longleftarrow} \mathbf{H}^{-m}(\Omega) \stackrel{\text { curl }}{\longleftarrow} \mathbf{H}^{-m+1}(\Omega) \stackrel{\text { grad }}{\longleftarrow} \mathrm{H}^{-m+2}(\Omega)
$$

are closed and exact Banach complexes.

## 3. The Gradgrad- and divDiv-complexes

So far we have used notations of the form

$$
\begin{equation*}
X^{\text {ord }}(\Omega) \quad \text { and } \quad Y(L, \Omega) \tag{16}
\end{equation*}
$$

for function spaces, where $X$ is one of the letters $C, L, H$ for spaces of real-valued functions, and one of the corresponding boldface letters $\mathbf{C}, \mathbf{L}, \mathbf{H}$ for spaces of vector fields, ord describes the order of differentiability, $Y$ stands for the symbol $\mathbf{H}$ and $L$ is one of the differential operators div and curl. The modifier $\circ$ on top of $X$ and $Y$ were used for denoting the corresponding spaces of functions with vanishing boundary trace leading to

$$
\dot{X}^{\text {ord }}(\Omega) \quad \text { and } \quad \stackrel{\circ}{Y}(L, \Omega) .
$$

Another modifier 0 after $L$ in $Y(L, \Omega)$ was used to denote the subspace of functions from $Y(L, \Omega)$ in the kernel of $L$ leading to

$$
Y(L 0, \Omega)
$$

We extend now this notational system by enlarging the possible symbols for $X$ by the calligraphic letters $\mathcal{C}, \mathcal{L}, \mathcal{H}$ for denoting the corresponding spaces of tensor fields and the possible symbols for $Y$ by H and $\mathcal{H}$ for denoting the corresponding spaces of scalar and tensor fields, and enlarging the possible differential operators $L$ by Gradgrad for scalar fields, Grad, symGrad, devGrad for vector fields, and Curl, symCurl, Div, and divDiv for tensor fields. In addition to the two modifiers $\circ$ and 0 described above, which also make sense for this extended notation system in an obvious way, we introduce two more modifiers $\mathbb{S}$ and $\mathbb{T}^{T}$ as subscripts of $X$ and $Y$ for denoting the corresponding spaces of symmetric tensor fields and tensor fields with vanishing matrix trace leading to

$$
X_{\mathbb{S}}^{\text {ord }}(\Omega), \quad Y_{\mathbb{S}}(\Omega) \quad \text { and } \quad X_{\mathbb{T}}^{\text {ord }}(\Omega), \quad Y_{\mathbb{T}}(L, \Omega)
$$

respectively. The meaning of the use of any combination of these modifiers $\circ, \mathbb{S}, \mathbb{T}$ for $X$ and $Y$ and 0 after $L$ for denoting function spaces is meant in a cumulative sense. Finally, the symbol $L$ modified by any combination of $0, \mathbb{S}, \mathbb{T}$ denotes the restriction of a differential operator $L$ to the corresponding subspace of $Y(L, \Omega)$ described by the same combination of these modifiers. In other words, the restricted differential operator inherits the modifiers from the function space.

To make this notational system for function spaces and operators more transparent, we present some examples: the following spaces of tensor fields:
$\dot{\mathcal{C}}^{\infty}(\Omega), \mathcal{L}^{2}(\Omega), \mathcal{H}^{m}(\Omega), \mathcal{H}^{m}(\Omega), \mathcal{H}^{-m}(\Omega), \mathcal{H}(\operatorname{Curl}, \Omega), \mathcal{H}(\operatorname{Curl} 0, \Omega), \mathcal{H}^{\circ}(\operatorname{Curl}, \Omega), \mathcal{H}^{\mathcal{H}}(\operatorname{Div}, \Omega)$ are counterparts of the corresponding spaces of vector fields $\stackrel{\circ}{\mathbf{C}}^{\infty}(\Omega), \mathbf{L}^{2}(\Omega), \mathbf{H}^{m}(\Omega), \stackrel{\circ}{\mathbf{H}}^{m}(\Omega)$, $\mathbf{H}^{-m}(\Omega), \mathbf{H}(\operatorname{curl}, \Omega), \mathbf{H}(\operatorname{curl} 0, \Omega), \mathbf{H}(\operatorname{curl}, \Omega), \mathbf{H}(\operatorname{div}, \Omega)$. Additionally, we will need spaces allowing for a deviatoric gradient, a symmetric rotation, and a double divergence, i.e.

$$
\begin{aligned}
& \mathbf{H}(\operatorname{devGrad}, \Omega):=\left\{\mathbf{v} \in \mathbf{L}^{2}(\Omega): \operatorname{devGrad} \mathbf{v} \in \mathcal{L}^{2}(\Omega)\right\}, \quad \mathbf{H}(\operatorname{devGrad} 0, \Omega):=\left\{\mathbf{v} \in \mathbf{L}^{2}(\Omega): \operatorname{devGrad} \mathbf{v}=0\right\}, \\
& \mathcal{H}(\operatorname{symCurl}, \Omega):=\left\{\mathbf{E} \in \mathcal{L}^{2}(\Omega): \operatorname{symCurl} \mathbf{E} \in \mathcal{L}^{2}(\Omega)\right\}, \quad \mathcal{H}(\operatorname{symCurl} 0, \Omega):=\left\{\mathbf{E} \in \mathcal{L}^{2}(\Omega): \operatorname{symCurl} \mathbf{E}=0\right\}, \\
& \mathcal{H}(\operatorname{divDiv}, \Omega):=\left\{\mathbf{M} \in \mathcal{L}^{2}(\Omega): \operatorname{divDiv} \mathbf{M} \in \mathrm{L}^{2}(\Omega)\right\}, \quad \mathcal{H}(\operatorname{divDiv} 0, \Omega):=\left\{\mathbf{M} \in \mathcal{L}^{2}(\Omega): \operatorname{divDiv} \mathbf{M}=0\right\} .
\end{aligned}
$$

We will use the following spaces of symmetric tensor fields:

$$
\mathcal{L}_{\mathbb{S}}^{2}(\Omega):=\left\{\mathbf{M} \in \mathcal{L}^{2}(\Omega): \mathbf{M}^{\top}=\mathbf{M}\right\}, \quad \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\mathcal{H}(\operatorname{divDiv}, \Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)
$$

and

$$
\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega):=\overline{\stackrel{\mathcal{C}}{ }_{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathcal{\mathcal { H }}^{1}(\Omega), \quad \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega):={\overline{\dot{\mathcal{C}}^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)}}^{\mathcal{H}(\mathrm{Curl}, \Omega)},
$$

as well as spaces of tensor fields with vanishing matrix trace

$$
\mathcal{L}_{\mathbb{T}}^{2}(\Omega):=\left\{\mathbf{E} \in \mathcal{L}^{2}(\Omega): \operatorname{tr} \mathbf{E}=0\right\}, \quad \mathcal{H}_{\mathbb{T}}^{1}(\Omega)=\mathcal{H}^{1}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega)
$$

and

$$
\stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega):={\bar{\circ}{ }^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega)}^{\mathcal{H}^{1}(\Omega)}, \quad \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega):={\overline{\stackrel{\mathcal{C}}{ }_{\infty}}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega)}^{\mathcal{H}(\operatorname{Div}, \Omega)} .
$$

Of particular interest are the differential operators

$$
\text { Gradgrad, } \quad \text { Curl }_{\mathbb{S}}^{\circ}, \quad \operatorname{Div}_{\mathbb{T}}, \quad \text { divDiv, }, \quad \operatorname{symCurl}_{\mathbb{T}}
$$

which are the restrictions of the differential operators Gradgrad, Curl, Div, divDiv, symCurl to the spaces ${ }^{\mathrm{H}}($ Gradgrad, $\Omega), \mathcal{H}_{\mathbb{S}}(\mathrm{Curl}, \Omega), \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega), \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega)$, respectively.

We note that

$$
\dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega)=\operatorname{sym} \dot{\mathcal{H}}^{1}(\Omega)=\dot{\mathcal{H}}^{1}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \quad \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega)=\operatorname{dev} \dot{\mathcal{H}}^{1}(\Omega)=\dot{\mathcal{H}}^{1}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega),
$$

but generally only

$$
\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \subset \dot{\mathcal{H}}(\operatorname{Curl}, \Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \quad \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \subset \dot{\mathcal{H}}(\operatorname{Div}, \Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega), \quad \ldots
$$

Let us also mention that trivially

$$
\operatorname{devGrad} \mathbf{H}(\operatorname{devGrad}, \Omega) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega), \quad \text { symCurl } \mathcal{H}(\operatorname{symCurl}, \Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega)
$$

hold. This can be seen as follows. Pick $\mathbf{v} \in \mathbf{H}(\operatorname{devGrad}, \Omega)$ with $\mathbf{E}:=\operatorname{devGrad} \mathbf{v}$ and $\mathbf{N} \in$ $\mathcal{H}($ symCurl, $\Omega)$ with $\mathbf{M}:=\operatorname{symCurl} \mathbf{N}$. Then for all $\varphi \in \dot{C}^{\infty}(\Omega)$ and $\boldsymbol{\Phi} \in \dot{\mathcal{C}}^{\infty}(\Omega)$

$$
\begin{aligned}
\langle\operatorname{tr} \mathbf{E}, \varphi\rangle_{L^{2}(\Omega)} & =\langle\mathbf{E}, \varphi \mathbf{I}\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle\mathbf{v}, \operatorname{Div} \operatorname{dev} \varphi \mathbf{I}\rangle_{\mathcal{L}^{2}(\Omega)}=0, \\
\langle\operatorname{skw} \mathbf{M}, \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)} & =\langle\mathbf{M}, \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\mathbf{N}, \operatorname{Curl} \operatorname{sym} \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}=0 .
\end{aligned}
$$

Before we proceed we need a few technical lemmas.
Lemma 3.1: For any distributional vector field $\mathbf{v}$ it holds for $i, j, k=1, \ldots, 3$

$$
\partial_{k}(\operatorname{Grad} \mathbf{v})_{i j}= \begin{cases}\partial_{k}(\operatorname{devGrad} \mathbf{v})_{i j} & \text { if } i \neq j \\ \partial_{j}(\operatorname{devGrad} \mathbf{v})_{i k} & \text { if } i \neq k \\ \frac{3}{2} \partial_{i}(\operatorname{devGrad} \mathbf{v})_{i i}+\frac{1}{2} \sum_{l \neq i} \partial_{l}(\operatorname{devGrad} \mathbf{v})_{l i} & \text { if } i=j=k\end{cases}
$$

Proof: Let $\boldsymbol{\phi} \in \stackrel{\circ}{C}^{\infty}\left(\mathbb{R}^{3}\right)$ be a vector field. We want to express the second derivatives of $\boldsymbol{\phi}$ by the derivatives of the deviatoric part of the Jacobian, i.e. of $\operatorname{devGrad} \boldsymbol{\phi}$. Recall that we have $\operatorname{dev} \mathbf{E}=$ $\mathbf{E}-\frac{1}{3}(\operatorname{tr} \mathbf{E}) \mathbf{I}$ for a tensor $\mathbf{E}$. Hence devGrad $\boldsymbol{\phi}$ coincides with $\operatorname{Grad} \boldsymbol{\phi}$ outside the diagonal entries, i.e. we observe $(\operatorname{Grad} \boldsymbol{\phi})_{i j}=(\operatorname{devGrad} \boldsymbol{\phi})_{i j}$ for $i \neq j$. Hence, looking at second derivatives, we see immediately

$$
\partial_{k} \partial_{j} \phi_{i}=\partial_{k}(\operatorname{Grad} \phi)_{i j}=\partial_{k}(\operatorname{devGrad} \phi)_{i j} \quad \text { for } i \neq j
$$

$$
\partial_{k} \partial_{j} \boldsymbol{\phi}_{i}=\partial_{j} \partial_{k} \boldsymbol{\phi}_{i}=\partial_{j}(\operatorname{Grad} \boldsymbol{\phi})_{i k}=\partial_{j}(\operatorname{devGrad} \boldsymbol{\phi})_{i k} \quad \text { for } i \neq k
$$

Thus it remains to represent $\partial_{i}^{2} \boldsymbol{\phi}_{i}$ by the derivatives of $\operatorname{devGrad} \boldsymbol{\phi}$. By

$$
\partial_{i}^{2} \phi_{i}=\partial_{i}(\operatorname{Grad} \phi)_{i i}=\partial_{i}(\operatorname{dev} \operatorname{Grad} \phi)_{i i}+\frac{1}{3} \partial_{i} \operatorname{div} \phi
$$

we get

$$
\frac{2}{3} \partial_{i}^{2} \boldsymbol{\phi}_{i}=\partial_{i}(\operatorname{devGrad} \boldsymbol{\phi})_{i i}+\frac{1}{3} \sum_{l \neq i} \partial_{i} \partial_{l} \phi_{l}=\partial_{i}(\operatorname{devGrad} \boldsymbol{\phi})_{i i}+\frac{1}{3} \sum_{l \neq i} \partial_{l}(\operatorname{devGrad} \boldsymbol{\phi})_{l i},
$$

yielding the stated result for test vector fields. Testing extends the formulas to distributions, which finishes the proof.

We note that the latter trick is similar to the well-known fact that second derivatives of a vector field can always be written as derivatives of the symmetric gradient of the vector field, leading by Nečas estimate to Korn's second and first inequalities. We will now do the same for the operator devGrad.

Lemma 3.2: It holds:
(i) There exists $c>0$, such that for all vector fields $\mathbf{v} \in \mathbf{H}^{1}(\Omega)$

$$
|\operatorname{Grad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)} \leq c\left(|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}+|\operatorname{devGrad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)}\right)
$$

(ii) $\mathbf{H}(\operatorname{devGrad}, \Omega)=\mathbf{H}^{1}(\Omega)$.
(iii) For devGrad : $\mathbf{H}(\operatorname{devGrad}, \Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$ it holds

$$
D(\operatorname{devGrad})=\mathbf{H}(\operatorname{devGrad}, \Omega)=\mathbf{H}^{1}(\Omega)
$$

and the kernel of devGrad equals the space of (global) shape functions of the lowest order Raviart-Thomas elements, i.e.

$$
N(\operatorname{devGrad})=\mathbf{H}(\operatorname{devGrad} 0, \Omega)=\mathrm{RT}_{0}:=\left\{\mathbf{p}: \mathbf{p}(\mathbf{x})=a \mathbf{x}+\mathbf{b}, a \in \mathbb{R}, \mathbf{b} \in \mathbb{R}^{3}\right\}
$$

which dimension is $\operatorname{dim} \mathrm{RT}_{0}=4$.
(iv) There exists $c>0$, such that for all vector fields $\mathbf{v} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)$

$$
|\mathbf{v}|_{\mathbf{H}^{1}(\Omega)} \leq c|\operatorname{devGrad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)} .
$$

Proof: Let $\mathbf{v} \in \mathbf{H}^{1}(\Omega)$. By the latter lemma and Nečas estimate, i.e.

$$
\exists c>0 \quad \forall u \in \mathrm{~L}^{2}(\Omega) \quad c|u|_{\mathrm{L}^{2}(\Omega)} \leq|\operatorname{grad} u|_{\mathbf{H}^{-1}(\Omega)}+|u|_{\mathrm{H}^{-1}(\Omega)} \leq(\sqrt{3}+1)|u|_{\mathrm{L}^{2}(\Omega)},
$$

we get

$$
\begin{aligned}
|\operatorname{Grad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)} & \leq c\left(\sum_{k=1}^{3}\left|\partial_{k} \operatorname{Grad} \mathbf{v}\right|_{\mathcal{H}^{-1}(\Omega)}+|\operatorname{Grad} \mathbf{v}|_{\mathcal{H}^{-1}(\Omega)}\right) \\
& \leq c\left(\sum_{k=1}^{3}\left|\partial_{k} \operatorname{devGrad} \mathbf{v}\right|_{\mathcal{H}^{-1}(\Omega)}+\mid \operatorname{Grad} \mathbf{v}_{\mathcal{H}^{-1}(\Omega)}\right)
\end{aligned}
$$

$$
\leq c\left(|\operatorname{devGrad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)}+|\mathbf{v}|_{\mathbf{L}^{2}(\Omega)}\right)
$$

which shows (i). As $\Omega$ has the segment property and by standard mollification we obtain that restrictions of $\dot{\mathbf{C}}^{\infty}\left(\mathbb{R}^{3}\right)$-vector fields are dense in $\mathbf{H}(\operatorname{devGrad}, \Omega)$. Especially $\mathbf{H}^{1}(\Omega)$ is dense in $\mathbf{H}(\operatorname{devGrad}, \Omega)$. Let $\mathbf{v} \in \mathbf{H}(\operatorname{devGrad}, \Omega)$ and $\left(\mathbf{v}_{n}\right) \subset \mathbf{H}^{1}(\Omega)$ with $\mathbf{v}_{n} \rightarrow \mathbf{v}$ in $\mathbf{H}(\operatorname{devGrad}, \Omega)$. By (i) $\left(\mathbf{v}_{n}\right)$ is a Cauchy sequence in $\mathbf{H}^{1}(\Omega)$ converging to $\mathbf{v}$ in $\mathbf{H}^{1}(\Omega)$, which proves $\mathbf{v} \in \mathbf{H}^{1}(\Omega)$ and hence (ii). For $\mathbf{p} \in \mathrm{RT}_{0}$ it holds $\operatorname{devGrad} \mathbf{p}=a \operatorname{dev} \mathbf{I}=0$. Let $\operatorname{devGrad} \mathbf{v}=0$ for some vector field $\mathbf{v} \in \mathbf{H}(\operatorname{devGrad}, \Omega)=\mathbf{H}^{1}(\Omega)$. By Lemma 3.1 we get $\partial_{k} \operatorname{Grad} \mathbf{v}=0$ for all $k=1, \ldots, 3$, and therefore $\mathbf{v}(\mathbf{x})=\mathbf{A} \mathbf{x}+\mathbf{b}$ for some matrix $\mathbf{A} \in \mathbb{R}^{3 \times 3}$ and vector $\mathbf{b} \in \mathbb{R}^{3}$. Then $0=\operatorname{devGrad} \mathbf{v}=\operatorname{dev} \mathbf{A}$, if and only if $\mathbf{A}=\frac{1}{3}(\operatorname{tr} \mathbf{A}) \mathbf{I}$, which shows (iii). If (iv) was wrong, there exists a sequence $\left(\mathbf{v}_{n}\right) \subset$ $\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}$ with $\left|\mathbf{v}_{n}\right|_{\mathbf{H}^{1}(\Omega)}=1$ and devGrad $\mathbf{v}_{n} \rightarrow 0$. As $\left(\mathbf{v}_{n}\right)$ is bounded in $\mathbf{H}^{1}(\Omega)$, by Rellich's selection theorem there exists a subsequence, again denoted by $\left(\mathbf{v}_{n}\right)$, and some $\mathbf{v} \in \mathbf{L}^{2}(\Omega)$ with $\mathbf{v}_{n} \rightarrow \mathbf{v}$ in $\mathbf{L}^{2}(\Omega)$. By (i), ( $\mathbf{v}_{n}$ ) is a Cauchy sequence in $\mathbf{H}^{1}(\Omega)$. Hence $\mathbf{v}_{n} \rightarrow \mathbf{v}$ in $\mathbf{H}^{1}(\Omega)$ and $\mathbf{v} \in$ $\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}$. As $0 \leftarrow \operatorname{devGrad} \mathbf{v}_{n} \rightarrow \operatorname{devGrad} \mathbf{v}$, we have by (iii) $\mathbf{v} \in \operatorname{RT}_{0} \cap \operatorname{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}=\{0\}$, a contradiction to $1=\left|\mathbf{v}_{n}\right|_{\mathbf{H}^{1}(\Omega)} \rightarrow 0$. The proof is complete.

We recall the following well-known result for the spaces
$\mathrm{H}(\operatorname{Gradgrad}, \Omega):=\left\{u \in \mathrm{~L}^{2}(\Omega): \operatorname{Gradgrad} u \in \mathcal{L}^{2}(\Omega)\right\}, \quad \stackrel{\circ}{\mathrm{H}}(\operatorname{Gradgrad}, \Omega):=\overline{\mathrm{C}}^{\infty}(\Omega) \mathrm{H}(\operatorname{Gradgrad}, \Omega)$.
Lemma 3.3: It holds $\dot{\mathrm{H}}($ Gradgrad, $\Omega)=\dot{\mathrm{H}}^{2}(\Omega)$ and $\dot{\mathrm{H}}($ Gradgrad $0, \Omega)=\{0\}$, and there exists $c>0$ such that for all $u \in \dot{H}^{2}(\Omega)$

$$
|u|_{\mathrm{H}^{2}(\Omega)} \leq c|\operatorname{Gradgrad} u|_{\mathcal{L}^{2}(\Omega)}=c|\Delta u|_{\mathrm{L}^{2}(\Omega)}, \quad c \leq \sqrt{1+c_{\mathrm{g}}^{2}\left(1+c_{\mathrm{g}}^{2}\right)} \leq 1+c_{\mathrm{g}}^{2} .
$$

By straightforward calculations and standard arguments for distributions, see the Appendix, we get the following.

Lemma 3.4: It holds:
(i) skw Gradgrad $\mathrm{H}^{2}(\Omega)=0$, i.e. Hessians are symmetric.
(ii) $\operatorname{tr} \operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)=0$, i.e. rotations of symmetric tensors are trace free.

These formulas extend to distributions as well.
With Lemmas 3.3 and 3.4 let us now consider the linear operators

$$
\begin{gather*}
\mathrm{A}_{0}:=\text { Gradgrad }: \stackrel{\circ}{\mathrm{H}}(\operatorname{Gradgrad}, \Omega)=\stackrel{\circ}{\mathrm{H}}^{2}(\Omega) \subset \mathrm{L}^{2}(\Omega) \longrightarrow \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \quad u \mapsto \operatorname{Gradgrad} u,  \tag{17}\\
\mathrm{~A}_{1}:=\operatorname{Curl}_{\mathbb{S}}^{\circ}: \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega) \longrightarrow \mathcal{L}_{\mathbb{T}}^{2}(\Omega), \quad \text { M} \mapsto \operatorname{Curl} \mathbf{M},  \tag{18}\\
\mathrm{A}_{2}:=\operatorname{Div}_{\mathbb{T}}: \circ_{\mathcal{H}}^{\mathbb{T}}(\operatorname{Div}, \Omega) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega), \quad \mathbf{E} \mapsto \operatorname{Div} \mathbf{E} . \tag{19}
\end{gather*}
$$

These are well and densely defined and closed. Closedness is clear. For densely definedness we look, e.g. at $\operatorname{Curl}_{\mathbb{S}}$. For $\mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ pick $\left(\boldsymbol{\Phi}_{n}\right) \subset \stackrel{\mathcal{C}}{ }^{\infty}(\Omega)$ with $\boldsymbol{\Phi}_{n} \rightarrow \mathbf{M}$ in $\mathcal{L}^{2}(\Omega)$. Then

$$
\left|\mathbf{M}-\operatorname{sym} \boldsymbol{\Phi}_{n}\right|_{\mathcal{L}^{2}(\Omega)}^{2}+\left|\operatorname{skw} \boldsymbol{\Phi}_{n}\right|_{\mathcal{L}^{2}(\Omega)}^{2}=\left|\mathbf{M}-\boldsymbol{\Phi}_{n}\right|_{\mathcal{L}^{2}(\Omega)}^{2} \rightarrow 0
$$

 the kernels are

$$
\begin{aligned}
& N(\text { Gradgrad })=\circ \circ \mathrm{H}(\text { Gradgrad } 0, \Omega)=\{0\}, \quad N\left(\text { Curl }_{\mathbb{S}}\right)=\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), \\
& N\left(\text { Div }_{\mathbb{T}}\right)=\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) .
\end{aligned}
$$

Lemma 3.5: The adjoints of (17), (18), (19) are

$$
\mathrm{A}_{0}^{*}=(\operatorname{Gradgrad})^{*}=\operatorname{divDiv} \mathbb{S}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega) \longrightarrow \mathrm{L}^{2}(\Omega), \quad \mathbf{M} \mapsto \operatorname{divDiv} \mathbf{M},
$$

$$
\mathrm{A}_{1}^{*}=\left(\operatorname{Curl}_{\mathbb{S}}\right)^{*}=\operatorname{symCurl}_{\mathbb{T}}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega) \longrightarrow \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \quad \mathrm{E} \mapsto \operatorname{symCurl} \mathbf{E},
$$ $\mathrm{A}_{2}^{*}=\left(\operatorname{Div}_{\mathbb{T}}\right)^{*}=-\operatorname{devGrad}: \mathbf{H}(\operatorname{devGrad}, \Omega)=\mathbf{H}^{1}(\Omega) \subset \mathbf{L}^{2}(\Omega) \longrightarrow \mathcal{L}_{\mathbb{T}}^{2}(\Omega), \mathbf{v} \mapsto-\operatorname{devGrad} \mathbf{v}$ with kernels

$N(\operatorname{divDiv} \mathbb{S})=\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \quad N\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \quad N(\operatorname{devGrad})=\mathrm{RT}_{0}$.
Proof: We have $\mathbf{M} \in D\left((\text { Gradgrad })^{*}\right) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ and (Gradgrad)* $\mathbf{M}=u \in \mathrm{~L}^{2}(\Omega)$, if and only if $\mathbf{M} \in$ $\mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ and there exists $u \in \mathrm{~L}^{2}(\Omega)$, such that

$$
\begin{aligned}
& \forall \varphi \in D(\operatorname{Gradgrad})=\stackrel{\circ}{\mathrm{H}}^{2}(\Omega)\langle\operatorname{Gradgrad} \varphi, \mathbf{M}\rangle_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)}=\langle\varphi, u\rangle_{\mathrm{L}^{2}(\Omega)} \\
& \Leftrightarrow \forall \varphi \in \stackrel{\circ}{\mathrm{C}}^{\infty}(\Omega)\langle\operatorname{Gradgrad} \varphi, \mathbf{M}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\varphi, u\rangle_{\mathrm{L}^{2}(\Omega)}
\end{aligned}
$$

if and only if $\mathbf{M} \in \mathcal{H}(\operatorname{div} \operatorname{Div}, \Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)=\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$ and $\operatorname{divDiv} \mathbf{M}=u$. Moreover, we observe that $\mathbf{E} \in D\left(\left(\operatorname{Curl}_{\mathbb{S}}\right)^{*}\right) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$ and $\left(\operatorname{Curl}_{\mathbb{S}}\right)^{*} \mathbf{E}=\mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$, if and only if $\mathbf{E} \in \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$ and there exists $\mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$, such that (note sym ${ }^{2}=$ sym)

$$
\begin{array}{llr} 
& \forall \boldsymbol{\Phi} \in D\left(\operatorname{Curl}_{\mathbb{S}}^{\circ}\right)=\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) & \langle\operatorname{Curl} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)}=\langle\boldsymbol{\Phi}, \mathbf{M}\rangle_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \dot{\mathcal{C}}^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega) & \langle\operatorname{Curl} \operatorname{sym} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\operatorname{sym} \boldsymbol{\Phi}, \mathbf{M}\rangle_{\mathcal{L}^{2}(\Omega)} \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \stackrel{\circ}{\mathcal{C}}^{\infty}(\Omega) & \langle\operatorname{Curl} \operatorname{sym} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\operatorname{sym} \boldsymbol{\Phi}, \mathbf{M}\rangle \mathcal{L}^{2}(\Omega) \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \stackrel{\circ}{\mathcal{C}}^{\infty}(\Omega) & \langle\operatorname{Curl} \operatorname{sym} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\boldsymbol{\Phi}, \mathbf{M}\rangle_{\mathcal{L}^{2}(\Omega)},
\end{array}
$$

if and only if $\mathbf{E} \in \mathcal{H}($ symCurl, $\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega)=\mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) and symCurl $\mathbf{E}=\mathbf{M}$. Similarly, we see that $\mathbf{v} \in D\left(\left(\operatorname{Div}_{\mathbb{T}}\right)^{*}\right) \subset \mathbf{L}^{2}(\Omega)$ and $\left(\operatorname{Div}_{\mathbb{T}}\right)^{*} \mathbf{v}=\mathbf{E} \in \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$, if and only if $\mathbf{v} \in \mathbf{L}^{2}(\Omega)$ and there exists $\mathbf{E} \in \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$, such that $\left(\right.$ note $\left.\operatorname{dev}^{2}=\operatorname{dev}\right)$

$$
\begin{array}{llr} 
& \forall \boldsymbol{\Phi} \in D\left(\operatorname{Div}_{\mathbb{S}}\right)=\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) & \langle\operatorname{Div} \boldsymbol{\Phi}, \mathbf{v}\rangle_{\mathbf{L}^{2}(\Omega)}=\langle\boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \dot{\mathcal{C}}^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega) & \langle\operatorname{Div} \operatorname{dev} \boldsymbol{\Phi}, \mathbf{v}\rangle_{\mathbf{L}^{2}(\Omega)}=\langle\operatorname{dev} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)} \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \stackrel{\mathcal{C}}{ }_{\infty}(\Omega) & \langle\operatorname{Div} \operatorname{dev} \boldsymbol{\Phi}, \mathbf{v}\rangle_{\mathbf{L}^{2}(\Omega)}=\langle\operatorname{dev} \boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)} \\
\Leftrightarrow & \forall \boldsymbol{\Phi} \in \stackrel{\mathcal{C}}{ }_{\infty}(\Omega) & \langle\operatorname{Div} \operatorname{dev} \boldsymbol{\Phi}, \mathbf{v}\rangle_{\mathbf{L}^{2}(\Omega)}=\langle\boldsymbol{\Phi}, \mathbf{E}\rangle_{\mathcal{L}^{2}(\Omega)},
\end{array}
$$

if and only if $\mathbf{v} \in \mathbf{H}(\operatorname{devGrad}, \Omega)=\mathbf{H}^{1}(\Omega)$ and $-\operatorname{devGrad} \mathbf{v}=\mathbf{E}$ using Lemma 3.2. Lemma 3.2 also shows $N(\operatorname{devGrad})=\mathbf{H}(\operatorname{devGrad} 0, \Omega)=\mathrm{RT}_{0}$, completing the proof.

Remark 3.6: Note that, e.g. the second-order operator Gradgrad is 'one' operator and not a composition of the two first order operators Grad and grad. Similarly the operator divDivS, symCurl ${ }_{\mathbb{T}}$, resp. devGrad has to be understood as 'one' operator.

We observe the following complex properties for $\mathrm{A}_{0}, \mathrm{~A}_{1}, \mathrm{~A}_{2}$, and $\mathrm{A}_{0}^{*}, \mathrm{~A}_{1}^{*}, \mathrm{~A}_{2}^{*}$.

## Lemma 3.7: It holds

$\operatorname{Curr}_{\mathbb{S}}^{\circ} G r a d g r a d=0, \quad \operatorname{Div}_{\mathbb{T}} \operatorname{Curr}_{\mathbb{S}}=0, \quad \operatorname{divDiv}{ }_{\mathbb{S}} \operatorname{symCurl}_{\mathbb{T}}=0, \quad \operatorname{symCurl}_{\mathbb{T}} \operatorname{devGrad}=0$, i.e.

$$
\begin{aligned}
R\left(\text { Gradgrad }^{\circ} \subset N\left(\text { Curl }_{\mathbb{S}}\right),\right. & R\left(\text { symCurl }_{\mathbb{T}}\right) \subset N\left(\text { divDiv }_{\mathbb{S}}\right), \\
R\left(\text { Curl }_{\mathbb{S}}^{\circ}\right) \subset N\left(\operatorname{Div}_{\mathbb{T}}\right), & R(\text { devGrad }) \subset N\left(\text { symCurl }_{\mathbb{T}}\right) .
\end{aligned}
$$

Proof: For $\mathbf{E}=\operatorname{Curl} \mathbf{M} \in R\left(C{ }^{\circ}\right.$ url $)$ with $\mathbf{M} \in D\left(\operatorname{Curl}_{\mathbb{S}}^{\circ}\right)$ there exists a sequence $\left(\mathbf{M}_{n}\right) \subset \stackrel{\mathcal{C}}{ }^{\infty}(\Omega) \cap$ $\mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ such that $\mathbf{M}_{n} \rightarrow \mathbf{M}$ in the graph norm of $D\left(\operatorname{Curl}_{\mathbb{S}}^{\circ}\right)$. As

$$
\operatorname{Curl}\left(\stackrel{\mathcal{C}}{ }_{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)\right) \subset \dot{\mathcal{C}}^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{T}}^{2}(\Omega) \cap \mathcal{H}(\operatorname{Div} 0, \Omega) \subset N\left(\operatorname{Div}_{\mathbb{T}}\right)
$$

we have $\mathbf{E} \in N\left(\operatorname{Div}_{\mathbb{T}}\right)$ since $\mathbf{E} \leftarrow \operatorname{Curl} \mathbf{M}_{n} \in N\left(\operatorname{Div}_{\mathbb{T}}\right)$. Hence $R\left(\operatorname{Curl}_{\mathbb{S}}\right) \subset N\left(\operatorname{Div}_{\mathbb{T}}\right)$, i.e. Diov $\operatorname{Cur}_{\mathbb{S}}^{\circ}$ $=0$ and for the adjoints we have symCurl $\mathbb{T}_{\mathbb{T}} \operatorname{devGrad}=0$. Analogously, we see the other two inclusions.

Remark 3.8: The latter considerations show that the sequence

$$
\{0\} \xrightarrow{0} \stackrel{\circ}{\mathrm{H}}^{2}(\Omega) \xrightarrow{\text { Gradgrad }} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\text { Curl, } \Omega) \xrightarrow{\text { Curls }} \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\text { Div, } \Omega) \xrightarrow{\text { Diviv }} \mathbf{L}^{2}(\Omega) \xrightarrow{\pi_{\mathrm{RT}}}{ }^{\circ} \mathrm{RT}_{0}
$$

and thus also its dual or adjoint sequence
$\{0\} \stackrel{0}{\longleftarrow} \mathbf{L}^{2}(\Omega) \stackrel{\text { divDivs }}{\rightleftarrows} \mathcal{H}_{\mathbb{S}}($ divDiv, $\Omega) \stackrel{\text { symCurl } \mathbb{T}_{\mathbb{T}}}{\leftrightarrows} \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \stackrel{- \text { devGrad }}{\rightleftarrows} \mathbf{H}^{1}(\Omega) \stackrel{\iota_{\mathrm{RT}}^{0}}{ } \mathrm{RT}_{0}$
are Hilbert complexes. Here $\pi_{R T_{0}}: L^{2}(\Omega) \rightarrow R T_{0}$ denotes the orthogonal projector onto $R T_{0}$ with adjoint $\pi_{R T_{0}}^{*}=\iota_{\mathrm{RT}_{0}}: \mathrm{RT}_{0} \rightarrow \mathrm{~L}^{2}(\Omega)$, the canonical embedding. The first complex might be called Gradgrad-complex and the second one divDiv-complex.

### 3.1. Topologically trivial domains

We start with a useful lemma, which will be shown in the Appendix, collecting a few differential identities, which will be utilized in the proof of the subsequent main theorem.

Lemma 3.9: Let $u, \mathbf{v}$, and $\mathbf{E}$ be distributional scalar, vector, and tensor fields. Then
(i) 2 skw $\operatorname{Grad} \mathbf{v}=\operatorname{spn} \operatorname{curl} \mathbf{v}$,
(ii) Curl spn $\mathbf{v}=(\operatorname{div} \mathbf{v}) \mathbf{I}-(\operatorname{Grad} \mathbf{v})^{\top}$ and, as a consequence, $\operatorname{tr} \operatorname{Curl} \operatorname{spn} \mathbf{v}=2 \operatorname{div} \mathbf{v}$,
(iii) $\operatorname{Div}(u \mathbf{I})=\operatorname{grad} u$ and $\operatorname{Curl}(u \mathbf{I})=-\operatorname{spn} \operatorname{grad} u$,
(iv) $2 \operatorname{grad} \operatorname{div} \mathbf{v}=3 \operatorname{Div}\left(\operatorname{dev}(\operatorname{Grad} \mathbf{v})^{\top}\right)$,
(v) $\operatorname{skw} \operatorname{Curl} \mathbf{E}=\operatorname{spn} \mathbf{w}$ and $\operatorname{Div}(\operatorname{symCurl} \mathbf{E})=\operatorname{curl} \mathbf{w}$ with $2 \mathbf{w}=\operatorname{Div} \mathbf{E}^{\top}-\operatorname{grad}(\operatorname{tr} \mathbf{E})$,
(vi) $\operatorname{Div}(\operatorname{spn} \mathbf{v})=-\operatorname{curl} \mathbf{v}$.

Observe that we already know that $N(\operatorname{Gradgrad})=\{0\}$ and $N(\operatorname{devGrad})=\mathrm{RT}_{0}$. If the topology of the underlying domain is trivial, we will now characterize the remaining kernels and the ranges of the linear operators Gradgrad, $\mathrm{Curl}_{\mathbb{S}}^{\circ}, \mathrm{Div}_{\mathbb{T}}$, and devGrad, symCurl $1_{\mathbb{T}}$, $\operatorname{divDiv}_{\mathbb{S}}$.

Theorem 3.10: Let $\Omega$ be additionally topologically trivial. Then

$$
\begin{equation*}
\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)=N\left(\mathrm{Curl}_{\mathbb{S}}\right)=R(\text { Gradgrad })=\operatorname{Gradgrad} \stackrel{\circ}{\mathrm{H}}^{2}(\Omega), \tag{i}
\end{equation*}
$$

$$
\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)=N\left(\operatorname{Div}_{\mathbb{T}}\right)=R\left(\operatorname{Curl}_{\mathbb{S}}\right)=\operatorname{Curl} \mathcal{H}_{\mathbb{S}}^{1}(\Omega)
$$

$$
\begin{equation*}
\mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}=N\left(\pi_{\mathrm{R} T_{0}}\right)=R\left(\operatorname{Div}_{\mathbb{T}}\right)=\operatorname{Div} \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega) \tag{iii}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=N\left(\operatorname{symCurl}_{\mathbb{T}}\right)=R(\operatorname{devGrad})=\operatorname{devGrad} \mathbf{H}^{1}(\Omega)  \tag{iv}\\
& \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=N\left(\operatorname{divDiv}_{\mathbb{S}}\right)=R\left(\operatorname{symCur} \mathbb{T}_{\mathbb{T}}\right)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega) \tag{v}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{L}^{2}(\Omega)=N(0)=R\left(\operatorname{divDiv}_{\mathbb{S}}\right)=\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}^{2}(\Omega) \tag{vi}
\end{equation*}
$$

Especially, all latter ranges are closed and admit regular $\mathrm{H}^{1}$-potentials. The corresponding linear and continuous (regular) potential operators are given by

Remark 3.11: It holds
$\mathcal{H}_{\mathbb{S}}^{1}(\Omega)=\operatorname{sym} \mathcal{H}^{1}(\Omega), \quad \mathcal{H}_{\mathbb{T}}^{1}(\Omega)=\operatorname{dev} \mathcal{H}^{1}(\Omega), \quad \dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega)=\operatorname{sym} \dot{\mathcal{H}}^{1}(\Omega), \quad \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega)=\operatorname{dev} \dot{\mathcal{H}}^{1}(\Omega)$ as, e.g. $\operatorname{dev} \mathcal{H}^{1}(\Omega) \subset \mathcal{H}_{\mathbb{T}}^{1}(\Omega)=\operatorname{dev} \mathcal{H}_{\mathbb{T}}^{1}(\Omega) \subset \operatorname{dev} \mathcal{H}^{1}(\Omega)$. The same holds for the corresponding spaces of skew-symmetric tensor fields as well. Moreover:
(i) Theorem 3.10 holds also for the other set of canonical boundary conditions, which follows directly from the proof.
(ii) A closer inspection shows that for (iii) and (vi), i.e. $\mathrm{P}_{\mathrm{Div}_{\mathbb{T}}}$ and $\mathrm{P}_{\text {divDiv }^{\prime}}$, only the potential operators corresponding to the divergence, i.e. $\mathrm{P}_{\text {div }}, \mathrm{P}_{\mathrm{Div}}, \mathrm{P}_{\text {Div }}, \mathrm{P}_{\text {div }}$, are involved. As Lemma 2.26 does not need any topological assumptions, (iii) and (vi), together with the representations of the potential operators, hold for general topologies as well.

Proof of Theorem 3.10: Note that by Lemmas 3.2 (iii), 3.3, and 3.7 all inclusions of the type $R(\ldots) \subset$ $N(\ldots)$ easily follow. Therefore it suffices to show that $N(\ldots)$ is included in the corresponding space appearing at the end of each line in (i)-(vi), which itself is obviously included in $R(\ldots)$. Throughout the proof, we will frequently use the formulas of Lemma 3.9.

$$
\begin{aligned}
& \mathrm{P}_{\text {Gradgrad }}^{\circ}=\mathrm{P}_{\text {grad }}^{\circ} \mathrm{P}_{\text {Grad }}^{\circ}: \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \longrightarrow \dot{\mathrm{H}}^{2}(\Omega), \\
& \mathrm{P}_{\text {Curls }}^{\circ}=\operatorname{sym}\left(1-2 \operatorname{Grad} \mathrm{P}_{\text {curl }}^{\circ} \operatorname{spn}^{-1} \text { skw }\right) \mathrm{P}_{\mathrm{Curl}}^{\circ}: \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{1}(\Omega) \text {, } \\
& \mathrm{P}_{\mathrm{Div}_{\mathbb{T}}}=\operatorname{dev}\left(1+\frac{1}{2} \operatorname{Grad}^{\top} \mathrm{P}_{\text {div }} \operatorname{tr}\right) \mathrm{P}_{\text {Div }}: \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& P_{\operatorname{devGrad}}=\operatorname{Grad}^{-1}\left(1+\frac{1}{2}\left(\operatorname{grad}^{-1} \operatorname{Div}(\cdot)^{\top}\right) \mathbf{I}\right): \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \longrightarrow \mathbf{H}^{1}(\Omega), \\
& \mathrm{P}_{\text {symCurl }_{\mathbb{T}}}=\operatorname{dev} \mathrm{P}_{\text {Curl }}\left(1+\text { spn curl }^{-1} \operatorname{Div}\right): \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \mathrm{P}_{\text {divDiv }}=\operatorname{sym} \mathrm{P}_{\text {Div }} \mathrm{P}_{\text {div }}: \mathrm{L}^{2}(\Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{2}(\Omega) .
\end{aligned}
$$

ad (i): Let $\mathbf{M} \in \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)=N\left(\operatorname{Curl}_{\mathbb{S}}\right)$. Applying Lemma 2.24 for $m=0$ row-wise, there is a vector field $\mathbf{v}:=\mathrm{P}_{\text {Grad }} \mathbf{M} \in \dot{\mathbf{H}}^{1}(\Omega)$ with $\mathbf{M}=\operatorname{Grad} \mathbf{v}$. Since skw $\mathbf{M}=0$ and $2 \operatorname{skw} \operatorname{Grad} \mathbf{v}=$ spn curlv, it follows that curl $\mathbf{v}=0$. By Lemma 2.24 for $m=1$ there is a function $u:=\mathrm{P}_{\text {grad }}^{\circ} \mathbf{v} \in$ $\stackrel{H}{H}^{2}(\Omega)$ with $\mathbf{v}=\operatorname{grad} u$. Hence $\mathbf{M}=\operatorname{Grad} \mathbf{v}=\operatorname{Gradgrad} u \in \operatorname{Grad} \operatorname{grad} \dot{H}^{2}(\Omega)$. So $\mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \subset$ Gradgrad $\dot{H}^{2}(\Omega)$, which completes the proof of (i). Note that

$$
\mathrm{P}_{\text {Gradgrad }}^{\circ} \mathbf{M}:=u=\mathrm{P}_{\text {grad }}^{\circ} \mathrm{P}_{\text {Grad }}^{\circ} \mathbf{M} \in \stackrel{\mathrm{H}}{ }^{2}(\Omega),
$$

from which it directly follows that $\mathrm{P}_{\text {Gradgrad }}$ is linear and bounded.
ad (ii): Let $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)=N\left(\operatorname{Div}_{\mathbb{T}}\right)$. Then there is a tensor field $\mathbf{N}:=\mathrm{P}_{\mathrm{Curl}} \mathrm{E} \in \mathcal{H}^{1}(\Omega)$ with $\mathbf{E}=$ Curl $\mathbf{N}$, see Lemma 2.25 for $m=0$ applied row-wise. Since $\operatorname{tr} \mathbf{E}=0$ and $\operatorname{tr}$ Curl sym $\mathbf{N}=$ 0 , it follows that $\operatorname{tr} \operatorname{Curl} \operatorname{skw} \mathbf{N}=0$. Now let $\mathbf{v}:=\operatorname{spn}^{-1} \operatorname{skw} \mathbf{N} \in \dot{\mathbf{H}}^{1}(\Omega)$, i.e. $\operatorname{skw} \mathbf{N}=\operatorname{spn} \mathbf{v}$. Since $\operatorname{tr} \operatorname{Curl} \operatorname{spn} \mathbf{v}=2 \operatorname{div} \mathbf{v}$, it follows that $\operatorname{div} \mathbf{v}=0$. Therefore, there is a vector field $\mathbf{w}:=\mathrm{P}_{\text {curl }} \mathbf{v} \in$ $\stackrel{\circ}{\mathbf{H}}^{2}(\Omega)$ such that $\mathbf{v}=$ curl $\mathbf{w}$, see Lemma 2.25 for $m=1$. So we have

$$
\text { Curl skw } \mathbf{N}=\text { Curl spn curl w }=2 \text { Curl skw Grad w }=-2 \text { Curl sym Grad w. }
$$

Hence

$$
\mathbf{E}=\operatorname{Curl} \mathbf{N}=\operatorname{Curl} \operatorname{sym} \mathbf{N}+\operatorname{Curl} \operatorname{skw} \mathbf{N}=\operatorname{Curl} \mathbf{M}, \quad \mathbf{M}:=\operatorname{sym} \mathbf{N}-2 \operatorname{sym} \operatorname{Grad} \mathbf{w} \in \mathcal{H}_{\mathbb{S}}^{1}(\Omega)
$$

So $\mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \subset \operatorname{Curl} \mathcal{H}_{\mathbb{S}}^{1}(\Omega)$, which completes the proof of (ii). Note that

$$
\begin{aligned}
P_{\text {Curls }}^{\circ} \mathrm{E}:=\mathbf{M} & =\operatorname{sym} P_{\text {Curl }}^{\circ} \mathbf{E}-2 \operatorname{sym} \operatorname{Grad}\left(\mathrm{P}_{\text {curl }}^{\circ} \operatorname{spn}^{-1} \operatorname{skw} \mathrm{P}_{\text {Curl }}^{\circ} \mathrm{E}\right) \\
& =\operatorname{sym}\left(1-2 \operatorname{Grad} P_{\text {curl }}^{\circ} \operatorname{spn}^{-1} \operatorname{skw}\right) P_{\mathrm{Curl}}^{\circ} \mathbf{E} \in \mathcal{H}_{\mathbb{S}}^{1}(\Omega),
\end{aligned}
$$

from which it directly follows that $\mathrm{P}_{\text {Curls }}^{\circ}$ is linear and bounded.
ad (iii): Let $\mathbf{v} \in \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}=N\left(\pi_{\mathrm{RT}_{0}}\right)$. As $\mathbf{v} \in\left(\mathbb{R}^{3}\right)^{\perp^{2}(\Omega)}$, there is a tensor field $\mathbf{F}=\mathrm{P}_{\mathrm{Div}} \mathbf{v} \in$ $\mathcal{H}^{1}(\Omega)$ with $\mathbf{v}=\operatorname{Div} \mathbf{F}$, see Lemma 2.26 for $m=0$ applied row-wise. We have $\operatorname{Div} \mathbf{F} \in \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)$ as well as $\operatorname{Div} \operatorname{dev} \mathbf{F} \in \mathrm{RT}_{0}^{\perp}{ }^{\mathrm{L}^{2}(\Omega)}$. Hence $\operatorname{grad}(\operatorname{tr} \mathbf{F})=\operatorname{Div}((\operatorname{tr} \mathbf{F}) \mathbf{I}) \in \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)$, which implies $\operatorname{tr} \mathbf{F} \in$ $\stackrel{\circ}{H}^{1}(\Omega) \cap \mathrm{L}_{0}^{2}(\Omega)$. Therefore, there is a vector field $\mathbf{w}:=\mathrm{P}_{\text {div }} \operatorname{tr} \mathbf{F} \in \dot{\mathbf{H}}^{2}(\Omega)$ with $\operatorname{tr} \mathbf{F}=\operatorname{div} \mathbf{w}$, see Lemma 2.26 for $m=1$. Thus

$$
\operatorname{Div}((\operatorname{tr} \mathbf{F}) \mathbf{I})=\operatorname{grad} \operatorname{div} \mathbf{w}=\frac{3}{2} \operatorname{Div}\left(\operatorname{dev}(\operatorname{Grad} \mathbf{w})^{\top}\right)
$$

Hence

$$
\mathbf{v}=\operatorname{Div} \mathbf{F}=\operatorname{Div} \operatorname{dev} \mathbf{F}+\frac{1}{3} \operatorname{Div}((\operatorname{tr} \mathbf{F}) \mathbf{I})=\operatorname{Div} \mathbf{E}, \quad \mathbf{E}:=\operatorname{dev}\left(\mathbf{F}+\frac{1}{2}(\operatorname{Grad} \mathbf{w})^{\top}\right) \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

So $\mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \operatorname{Div} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$, which completes the proof of (iii). Note that

$$
\begin{aligned}
\mathrm{P}_{\mathrm{Div}_{\mathbb{T}}} \mathbf{v}:=\mathbf{E} & =\operatorname{dev}\left(\mathrm{P}_{\text {Div }} \mathbf{v}+\frac{1}{2}\left(\operatorname{Grad}_{\mathrm{P}_{\text {div }}} \operatorname{tr} \mathrm{P}_{\text {Div }} \mathbf{v}\right)^{\top}\right) \\
& =\operatorname{dev}\left(1+\frac{1}{2} \operatorname{Grad}^{\top} \mathrm{P}_{\text {div }} \operatorname{tr}\right) \mathrm{P}_{\text {Div }} \mathbf{v} \in \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega),
\end{aligned}
$$

from which it directly follows that $\mathrm{P}_{\mathrm{Div}_{\mathbb{T}}}$ is linear and bounded.
ad (iv): Let $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=N\left(\operatorname{symCurl}_{\mathbb{T}}\right)$. Then (trivially) Div symCurl $\mathbf{E}=0$ and it follows

$$
\operatorname{curl} \mathbf{w}=0 \quad \text { with } \quad \mathbf{w}:=\frac{1}{2}\left(\operatorname{Div} \mathbf{E}^{\top}-\operatorname{grad}(\operatorname{tr} \mathbf{E})\right)=\frac{1}{2} \operatorname{Div} \mathbf{E}^{\top}
$$

and

$$
\begin{equation*}
\text { skw Curl } \mathbf{E}=\operatorname{spn} \mathbf{w} . \tag{20}
\end{equation*}
$$

So $\mathbf{w} \in \mathbf{H}^{-1}(\operatorname{curl} 0, \Omega)$. Therefore, there is a unique scalar field $u:=\operatorname{grad}^{-1} \mathbf{w} \in \mathrm{~L}_{0}^{2}(\Omega)$, such that

$$
\mathbf{w}=\operatorname{grad} u
$$

see Corollary 2.29 for $m=1$. As $\operatorname{Curl}(u \mathbf{I})=-\operatorname{spn} \operatorname{grad} u \operatorname{implies} \operatorname{symCurl}(u \mathbf{I})=0$, we see

$$
\mathbf{F}:=\mathbf{E}+u \mathbf{I} \in \mathcal{H}(\operatorname{symCurl} 0, \Omega)
$$

Moreover, by (20)

$$
\operatorname{skw} \operatorname{Curl} \mathbf{F}=\operatorname{skw} \operatorname{Curl} \mathbf{E}+\operatorname{skw} \operatorname{Curl}(u \mathbf{I})=\operatorname{spn} \mathbf{w}-\operatorname{spn} \operatorname{grad} u=0 .
$$

Hence $\mathbf{F} \in \mathcal{H}(\operatorname{Curl} 0, \Omega)$. Therefore, there is a unique vector field $\mathbf{v}:=\operatorname{Grad}^{-1} \mathbf{F} \in \mathbf{H}^{1}(\Omega) \cap \mathbf{L}_{0}^{2}(\Omega)$, such that $\mathbf{F}=\operatorname{Grad} \mathbf{v}$, see Lemma 2.24 for $m=0$. So we have

$$
\mathbf{E}=\operatorname{Grad} \mathbf{v}-u \mathbf{I}
$$

From the additional condition $\operatorname{tr} \mathbf{E}=0$ it follows that $3 u=\operatorname{tr} \operatorname{Grad} \mathbf{v}=\operatorname{div} \mathbf{v}$ leading to

$$
\mathbf{E}=\operatorname{dev} \operatorname{Grad} \mathbf{v}, \quad \mathbf{v} \in \mathbf{H}^{1}(\Omega)
$$

So $\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \subset \operatorname{devGrad} \mathbf{H}^{1}(\Omega)$, which completes the proof of (iv). Note that

$$
\begin{aligned}
\mathrm{P}_{\mathrm{devGrad}} \mathbf{E}:=\mathbf{v} & =\operatorname{Grad}^{-1}\left(\mathbf{E}+\frac{1}{2}\left(\operatorname{grad}^{-1} \operatorname{Div} \mathbf{E}^{\top}\right) \mathbf{I}\right) \\
& =\operatorname{Grad}^{-1}\left(1+\frac{1}{2}\left(\operatorname{grad}^{-1} \operatorname{Div}(\cdot)^{\top}\right) \mathbf{I}\right) \mathbf{E} \in \mathbf{H}^{1}(\Omega),
\end{aligned}
$$

from which it directly follows that $\mathrm{P}_{\text {devGrad }}$ is linear and bounded.
$\operatorname{ad}(\mathrm{v})$ : Let $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=N(\operatorname{divDiv} \mathbb{S})$. So $\operatorname{Div} \mathbf{M} \in \mathbf{H}^{-1}(\operatorname{div} 0, \Omega)$ and there is a unique vector field $\mathbf{v}:=\operatorname{curl}^{-1} \operatorname{Div} \mathbf{M} \in \mathbf{H}(\operatorname{div} 0, \Omega)$, such that

$$
\operatorname{Div} \mathbf{M}=\operatorname{curl} \mathbf{v}=-\operatorname{Div}(\operatorname{spn} \mathbf{v})
$$

see Corollary 2.30 for $m=1$. Hence $\operatorname{Div}(\mathbf{M}+\operatorname{spn} \mathbf{v})=0$, i.e. $\mathbf{M}+\operatorname{spn} \mathbf{v} \in \mathcal{H}(\operatorname{Div} 0, \Omega)$, and by Lemma 2.25 there is a tensor field $\mathbf{F}:=\mathrm{P}_{\mathrm{Curl}}(\mathbf{M}+\operatorname{spn} \mathbf{v}) \in \mathcal{H}^{1}(\Omega)$, such that

$$
\mathbf{M}+\operatorname{spn} \mathbf{v}=\operatorname{Curl} \mathbf{F}
$$

Observe that $\mathbf{M}$ is symmetric and spn $\mathbf{v}$ is skew-symmetric. Thus

$$
\mathbf{M}=\operatorname{symCurl} \mathbf{F} \quad \text { and } \quad \operatorname{spn} \mathbf{v}=\operatorname{skw} \operatorname{Curl} \mathbf{F}, \quad \mathbf{F} \in \mathcal{H}^{1}(\Omega),
$$

and hence

$$
\mathbf{M}=\operatorname{symCurl} \mathbf{F}=\operatorname{symCurl} \mathbf{E} \quad \text { with } \quad \mathbf{E}:=\operatorname{dev} \mathbf{F} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

as $\operatorname{dev} \mathbf{F}=\mathbf{F}-\frac{1}{3}(\operatorname{tr} \mathbf{F}) \mathbf{I}$ and $\operatorname{symCurl}((\operatorname{tr} \mathbf{F}) \mathbf{I})=0$. So $\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \subset \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$, which completes the proof of ( v ). Note that

$$
\mathrm{P}_{\text {symCurl }_{\mathbb{T}}} \mathbf{M}:=\mathbf{E}=\operatorname{dev} \mathrm{P}_{\text {Curl }}\left(\mathbf{M}+\operatorname{spn}_{\operatorname{curl}}{ }^{-1} \operatorname{Div} \mathbf{M}\right)
$$

$$
=\operatorname{dev} \mathrm{P}_{\text {Curl }}\left(1+\operatorname{spn}^{\text {curl }}{ }^{-1} \text { Div }\right) \mathbf{M} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

from which it directly follows that $\mathrm{P}_{\text {symCur }}{ }_{\mathbb{T}}$ is linear and bounded.
$\operatorname{ad}$ (vi): Let $u \in \mathrm{~L}^{2}(\Omega)=N(0)$. Then there is a vector field $\mathbf{v}=\mathrm{P}_{\text {div }} u \in \mathbf{H}^{1}(\Omega)$ with $u=\operatorname{div} \mathbf{v}$, see Lemma 2.26 for $m=0$, and a tensor field $\mathbf{N}=\mathrm{P}_{\text {Div }} \mathbf{v} \in \mathcal{H}^{2}(\Omega)$ such that $\mathbf{v}=\operatorname{Div} \mathbf{N}$, see Lemma 2.26 for $m=1$ applied row-wise. Since divDiv skw $\mathbf{N}=0$, it follows that

$$
u=\operatorname{divDiv} \mathbf{N}=\operatorname{div} \operatorname{Div} \mathbf{M} \quad \text { with } \quad \mathbf{M}=: \operatorname{sym} \mathbf{N} \in \mathcal{H}_{\mathbb{S}}^{2}(\Omega)
$$

So $\mathrm{L}^{2}(\Omega) \subset \operatorname{divDiv} \mathcal{H}_{\mathbb{S}}^{2}(\Omega)$, which completes the proof of (vi). Note that

$$
\mathrm{P}_{\text {divDivs }} u:=\mathrm{M}=\operatorname{sym} \mathrm{P}_{\text {Div }} \mathrm{P}_{\text {div }} u \in \mathcal{H}_{\mathbb{S}}^{2}(\Omega),
$$

from which it directly follows that $\mathrm{P}_{\text {divDivs }}$ is linear and bounded.

Provided that the domain $\Omega$ has trivial topology, Theorem 3.10 implies that the densely defined, closed and unbounded linear operators Gradgrad, $\mathrm{Curl}_{\mathbb{S}}^{\circ}, \mathrm{Div}_{\mathbb{T}}$, and their adjoints divDiv, $\operatorname{symCurl}_{\mathbb{T}}$, devGrad have closed ranges and that all relevant cohomology groups are trivial, as

$$
\begin{aligned}
& N(\text { Gradgrad }) \cap N(0)=\{0\} \cap L^{2}(\Omega)=\{0\}, \\
& N\left(\operatorname{Curl}_{\mathbb{S}}\right) \cap N\left(\operatorname{divDiv}_{\mathbb{S}}\right)=\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega) \\
& =N\left(\operatorname{Curl}_{\mathbb{S}}\right) \cap R\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\{0\}, \\
& N\left(\operatorname{Div}_{\mathbb{T}}\right) \cap N\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=\mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \cap \operatorname{devGrad} \mathbf{H}^{1}(\Omega) \\
& =N\left(\operatorname{Div}_{\mathbb{T}}\right) \cap R(\operatorname{devGrad})=\{0\}, \\
& N\left(\pi_{\mathrm{RT}_{0}}\right) \cap N(\operatorname{devGrad})=\mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega) \cap \mathrm{R}_{0}=\{0\} .
\end{aligned}
$$

In this case, the reduced operators are

$$
\begin{aligned}
\mathcal{A}_{0}=\operatorname{Gradgrad}: \dot{H}^{2}(\Omega) \subset \mathrm{L}^{2}(\Omega) & \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), \\
\mathcal{A}_{1}=\operatorname{Curl}_{\mathbb{S}}: \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \subset \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) & \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega), \\
\mathcal{A}_{2}=\operatorname{Div}_{\mathbb{T}}: \stackrel{\mathcal{H}}{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \subset \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) & \longrightarrow \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}, \\
\mathcal{A}_{0}^{*}=\operatorname{divDiv}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \subset \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) & \longrightarrow \mathrm{L}^{2}(\Omega), \\
\mathcal{A}_{1}^{*}=\operatorname{symCurl}_{\mathbb{T}}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \subset \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) & \longrightarrow \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \\
\mathcal{A}_{2}^{*}=-\operatorname{devGrad}: \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} & \longrightarrow \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)
\end{aligned}
$$

as

$$
R\left(\operatorname{divDiv}{ }_{\mathbb{S}}\right)=\mathrm{L}^{2}(\Omega), \quad R\left(\operatorname{Div}_{\mathbb{T}}\right)=\mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)
$$

The functional analysis toolbox Section 2.1, e.g. Lemma 2.10, immediately lead to the following implications about Helmholtz type decompositions, Friedrichs/Poincaré type estimates and continuous inverse operators.

Theorem 3.12: Let $\Omega$ be additionally topologically trivial. Then all occurring ranges are closed and all related cohomology groups are trivial. Moreover, the Helmholtz type decompositions

$$
\begin{aligned}
& \mathcal{L}_{\mathbb{S}}^{2}(\Omega)=\mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \quad \mathcal{L}_{\mathbb{T}}^{2}(\Omega)=\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \\
& \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)
\end{aligned}
$$

hold. The kernels can be represented by the following closed ranges:

$$
\begin{aligned}
\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) & =\operatorname{Gradgrad} \stackrel{\circ}{ }^{2}(\Omega), \\
\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)=\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) & =\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)=\operatorname{symCurl}\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)\right), \\
\operatorname{Curl} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega)=\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) & =\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)=\operatorname{Curl}\left(\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)\right), \\
\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) & =\operatorname{devGrad} \mathbf{H}^{1}(\Omega)=\operatorname{devGrad}\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}\right),
\end{aligned}
$$

and it holds

$$
\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}^{2}(\Omega)=\mathrm{L}^{2}(\Omega)=\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\operatorname{divDiv}\left(\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)\right)
$$

$$
\operatorname{Div} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)=\mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)=N\left(\pi_{\mathrm{RT}_{0}}\right)=\operatorname{Div} \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\operatorname{Div}\left(\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)\right)
$$

All potentials depend continuously on the data. The potentials on the very right-hand sides are uniquely determined. There exist positive constants $c_{\mathrm{Gg}}, c_{\mathrm{D}}, c_{\mathrm{R}}$ such that the Friedrichs/Poincaré type estimates

$$
\begin{array}{lr}
\forall u \in \dot{H}^{2}(\Omega) & |u|_{\mathrm{L}^{2}(\Omega)} \leq c_{\mathrm{Gg}}|\operatorname{Gradgrad} u|_{\mathcal{L}^{2}(\Omega)}, \\
\forall \mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) & |\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{Gg}}|\operatorname{divDiv} \mathbf{M}|_{\mathrm{L}^{2}(\Omega)}, \\
\forall \mathbf{E} \in \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) & |\mathbf{E}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{D}}|\operatorname{Div}|_{\mathbf{L}^{2}(\Omega)}, \\
\forall \mathbf{v} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \perp_{\mathrm{L}^{2}(\Omega)}} & |\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} \leq c_{\mathrm{D}}|\operatorname{devGrad} \mathbf{v}|_{\mathcal{L}^{2}(\Omega)}, \\
\forall \mathbf{M} \in \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) & |\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{R}}|\operatorname{Curl} \mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \\
\forall \mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) & |\mathbf{E}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{R}}|\operatorname{symCurl}|_{\mathcal{L}^{2}(\Omega)}
\end{array}
$$

hold. Moreover, the reduced versions of the operators
Gradgrad, $\quad \operatorname{divDiv}_{\mathbb{S}}, \quad \mathrm{Div}_{\mathbb{T}}, \quad$ devGrad, $\quad \operatorname{Curr}_{\mathbb{S}}, \quad \operatorname{symCurl}_{\mathbb{T}}$ have continuous inverse operators

$$
\begin{aligned}
(\text { Gradgrad })^{-1}: \mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) & \longrightarrow \stackrel{\circ}{ }^{2}(\Omega), \\
(\operatorname{divDiv})^{-1}: \mathrm{L}^{2}(\Omega) & \longrightarrow \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), \\
\left(\mathrm{Div}_{\mathbb{T}}\right)^{-1}: \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} & \longrightarrow \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \\
(\operatorname{devGrad})^{-1}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) & \longrightarrow \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp_{\mathrm{L}^{2}(\Omega)}}, \\
\left(\mathrm{Curl}_{\mathbb{S}}^{\circ}\right)^{-1}: \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) & \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega),
\end{aligned}
$$

$$
\left(\operatorname{symCurl}_{\mathbb{T}}\right)^{-1}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)
$$

with norms $\left(1+c_{\mathrm{Gg}}^{2}\right)^{1 / 2},\left(1+c_{\mathrm{D}}^{2}\right)^{1 / 2}$, resp. $\left(1+c_{\mathrm{R}}^{2}\right)^{1 / 2}$.
Remark 3.13: Let $\Omega$ be additionally topologically trivial. The Friedrichs/Poincaré type estimate for Curl $\mathbf{M}$ in the latter theorem can be slightly sharpened. Utilizing Lemma 3.4 we observe $\operatorname{tr} \operatorname{Curl} \mathbf{M}=0$ and thus $\operatorname{dev} \operatorname{Curl} \mathbf{M}=\operatorname{Curl} \mathbf{M}$ for $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$. Hence

$$
\forall \mathbf{M} \in \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\text { Curl }, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \quad|\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{R}}|\operatorname{dev} \operatorname{Curl} \mathbf{M}|_{\mathcal{L}^{2}(\Omega)}
$$

Similarly and trivially we see

$$
\forall u \in \circ^{2}(\Omega) \quad|u|_{\mathrm{L}^{2}(\Omega)} \leq c_{\mathrm{Gg}}|\operatorname{sym} \operatorname{Gradgrad} u|_{\mathcal{L}^{2}(\Omega)}
$$

Recalling Remark 3.8 we have the following result.
Remark 3.14: Let $\Omega$ be additionally topologically trivial. Theorems 3.10 and 3.12 easily lead to the following result in terms of complexes: The sequence

$$
\{0\} \xrightarrow{0} \stackrel{\circ}{\mathrm{H}}^{2}(\Omega) \xrightarrow{\text { Gradgrad }} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\text { Curl, } \Omega) \xrightarrow{\text { Curls }} \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\text { Div, } \Omega) \xrightarrow{\text { Diviv }} \mathrm{L}^{2}(\Omega) \xrightarrow{\pi_{\mathrm{RT}}}{ }^{\circ} \mathrm{RT}_{0}
$$

and thus also its dual or adjoint sequence

$$
\{0\} \longleftarrow \operatorname{L}^{2}(\Omega) \stackrel{\operatorname{divDiv}_{\mathbb{S}}}{\longleftarrow} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\operatorname{symCurl}_{\mathbb{T}}}{\longleftarrow} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \stackrel{-\operatorname{devGrad}}{\longleftarrow} \mathbf{H}^{1}(\Omega) \stackrel{\mathrm{RT}_{0}}{\longleftarrow} \mathrm{RT}_{0}
$$ are closed and exact Hilbert complexes.

Remark 3.15: The part

$$
\{0\} \xrightarrow{0} \dot{\mathrm{H}}^{2}(\Omega) \xrightarrow{\text { Gradgrad }} \dot{\mathcal{H}}_{\mathbb{S}}(\text { Curl, } \Omega) \xrightarrow{\text { Curls }^{\circ}} \mathcal{L}^{2}(\Omega)
$$

of the Hilbert complex from above and the related adjoint complex

$$
\{0\} \stackrel{0}{\longleftarrow} L^{2}(\Omega) \stackrel{\text { divDivs }}{\rightleftarrows} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\text { symCurl } \mathbb{T}_{\mathbb{T}}}{\rightleftarrows} \mathcal{H}_{\mathbb{T}}(\text { symCurl }, \Omega)
$$

have been discussed in [7] for problems in general relativity.
Remark 3.16: In 2D and under similar assumptions we obtain by completely analogous but much simpler arguments that the Hilbert complexes

$$
\begin{aligned}
& \{0\} \xrightarrow{0} \stackrel{\circ}{ }^{2}(\Omega) \stackrel{\text { Gradgrad }}{\longrightarrow} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \xrightarrow{\text { Curls }} \mathrm{L}^{2}(\Omega) \xrightarrow{\pi_{\mathrm{RT}}^{0}} \\
& \{0\} \stackrel{0}{\longleftrightarrow} \mathrm{RT}_{0}{ }^{\prime} \\
& \mathrm{L}^{2}(\Omega) \stackrel{\text { divDivs }}{\longleftrightarrow} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\text { symCurl }}{\longleftrightarrow} \mathbf{H}^{1}(\Omega) \stackrel{{ }^{\mathrm{RT}} 0_{0}}{\longleftrightarrow} \mathrm{RT}_{0}
\end{aligned}
$$

are dual to each other, closed and exact. Contrary to the 3D case, the operator Curl $\mathbb{S}_{\mathbb{S}}$ maps a tensor field to a vector field and the operator symCurl $\cong$ sym Grad is applied row-wise to a vector field and maps this vector field to a tensor field. The associated Helmholtz decomposition is

$$
\mathcal{L}_{\mathbb{S}}^{2}(\Omega)=\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)
$$

with

$$
\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)=\operatorname{Gradgrad} \dot{\mathrm{H}}^{2}(\Omega), \quad \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\operatorname{symCurl} \mathbf{H}^{1}(\Omega)
$$

Theorem 3.10 leads to the following so-called regular decompositions.
Theorem 3.17: Let $\Omega$ be additionally topologically trivial. Then the regular decompositions

$$
\begin{aligned}
\stackrel{\mathcal{H}}{\mathbb{S}}(\operatorname{Curl}, \Omega) & =\dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega)+\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), \quad \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)=\operatorname{Gradgrad} \stackrel{\circ}{ }^{2}(\Omega), \\
\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) & =\dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega)+\stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega), \quad \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)=\operatorname{Curl} \dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \\
\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) & =\mathcal{H}_{\mathbb{T}}^{1}(\Omega)+\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \quad \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=\operatorname{devGrad} \mathbf{H}^{1}(\Omega), \\
\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) & =\mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \quad \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
\end{aligned}
$$

hold with linear and continuous (regular) decomposition resp. potential operators

$$
\begin{aligned}
& \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \quad \quad \mathrm{P}_{\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathrm{H}^{2}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \dot{\mathrm{H}}^{2}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{H}}(\mathrm{Div}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{T}}(\mathrm{Div}, \Omega) \longrightarrow \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega), \quad \quad \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\mathrm{Div}, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{T}}(\mathrm{Div}, \Omega) \longrightarrow \dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCur}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \quad \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega), \mathbf{H}^{1}(\Omega)}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \longrightarrow \mathbf{H}^{1}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{S}}^{2}(\Omega)}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{2}(\Omega), \quad \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega) .
\end{aligned}
$$

Proof: Let, e.g. $\mathrm{E} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ). Then

$$
\operatorname{symCurl} \mathrm{E} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

with linear and continuous potential operator $\mathrm{P}_{\text {symCurl }}^{\mathbb{T}}:\left(\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega)\right.$ by Theorem 3.10. Thus, there is $\tilde{\mathbf{E}}:=\mathrm{P}_{\text {symCurl }}$ symCurl $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$ depending linearly and continuously on $\mathbf{E}$ with symCurl $\tilde{\mathbf{E}}=\operatorname{symCurl} \mathbf{E}$. Hence,

$$
\mathbf{E}-\tilde{\mathbf{E}} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=\operatorname{devGrad} \mathbf{H}^{1}(\Omega)
$$

with linear and continuous potential operator ${\underset{\sim}{\mathrm{P}}}_{\mathrm{devGrad}}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \longrightarrow \mathbf{H}^{1}(\Omega)$ by Theorem 3.10. Hence, there exists $\mathbf{v}:=P_{\text {devGrad }}(\mathbf{E}-\tilde{\mathbf{E}}) \in \mathbf{H}^{1}(\Omega)$ with $\operatorname{devGrad} \mathbf{v}=\mathbf{E}-\tilde{\mathbf{E}}$ and $\mathbf{v}$ depends linearly and continuously on $\mathbf{E}$. The other assertions are proved analogously.

Looking at the latter proof we see that the regular potential operators are given by

$$
\begin{align*}
& \mathrm{P}_{\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}=\mathrm{P}_{\text {Curl }}^{\circ} \text { Curl }: \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathrm{H}^{2}(\Omega)}=\mathrm{P}_{\text {Gradgrad }}\left(1-\mathrm{P}_{\text {Curls }}^{\circ} \operatorname{Curl}\right): \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \stackrel{\circ}{\mathrm{H}}^{2}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}=\mathrm{P}_{\operatorname{Div}_{\mathbb{T}}} \text { Div : } \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\mathrm{Div}, \Omega), \mathcal{H}_{\mathrm{S}}^{1}(\Omega)}=\mathrm{P}_{\mathrm{Curl}_{\mathrm{S}}}^{\circ}\left(1-\mathrm{P}_{\mathrm{Div} \mathbb{T}} \mathrm{Div}\right): \mathcal{H}_{\mathbb{T}}(\mathrm{Div}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{1}(\Omega),  \tag{21}\\
& \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCur}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}=\mathrm{P}_{\text {symCurl }} \text { symCurl } \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega), \mathbf{H}^{1}(\Omega)}=\mathrm{P}_{\operatorname{devGrad}}\left(1-\mathrm{P}_{\text {symCurl }} \text { symCurl) }: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \longrightarrow \mathbf{H}^{1}(\Omega),\right. \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{S}}^{2}(\Omega)}=\mathrm{P}_{\text {divDiv }} \operatorname{divDiv}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{2}(\Omega), \\
& \mathrm{P}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}=\mathrm{P}_{\text {symCurl }}\left(1-\mathrm{P}_{\text {divDiv }} \operatorname{divDiv}\right): \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega) .
\end{align*}
$$

Hence the regular decompositions of Theorem 3.17 can be slightly refined to even direct regular decompositions.

Corollary 3.18: Let $\Omega$ be additionally topologically trivial. Then the direct regular decompositions

$$
\begin{aligned}
& \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\mathrm{P}_{\operatorname{Div}_{\mathbb{T}}} \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}+\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega), \quad \mathrm{P}_{\operatorname{Div}_{\mathbb{T}}} \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)=\mathrm{P}_{\text {symCurl }_{\mathbb{T}}} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)+\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \\
& \mathrm{P}_{\text {symCurl }} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \subset \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\mathrm{P}_{\text {divDivs }} \mathrm{L}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \quad \mathrm{P}_{\text {divDiv }} \mathrm{L}^{2}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{2}(\Omega)
\end{aligned}
$$

hold. More precisely

$$
\begin{aligned}
& \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega)=\mathrm{P}_{\text {Curls }}^{\circ} \stackrel{\mathcal{H}}{\mathbb{T}}^{(\operatorname{Div} 0, \Omega)+\operatorname{Gradgrad} \mathrm{P}_{\text {Gradgrad }}^{\circ} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), ~} \\
& \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\mathrm{P}_{\text {Div }} \mathrm{RT}_{0}^{\perp} \mathrm{L}^{\mathrm{L}^{2}(\Omega)}+\operatorname{Curl} \mathrm{P}_{\text {Curl }}^{\circ} \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega), \\
& \mathcal{H}_{\mathbb{T}}(\text { symCurl }, \Omega)=\mathrm{P}_{\text {symCurl }} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \dot{+} \operatorname{devGrad} \mathrm{P}_{\text {devGrad }} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \\
& \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\mathrm{P}_{\operatorname{divDiv}_{\mathbb{S}}} \mathrm{L}^{2}(\Omega)+\operatorname{symCurl} \mathrm{P}_{\text {symCurl }_{\mathbb{T}}} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)
\end{aligned}
$$

with

$$
\begin{aligned}
& \mathrm{P}_{\text {Gradgrad }} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \subset \stackrel{\circ}{\mathrm{H}}^{2}(\Omega), \quad \mathrm{P}_{\text {devGrad }} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \subset \mathbf{H}^{1}(\Omega), \\
& \mathrm{P}_{\text {Curls }}^{\circ} \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \subset \dot{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \quad \mathrm{P}_{\text {symCurl }} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \subset \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
\end{aligned}
$$

Here, $\dot{+}$ denotes the direct sum.
Proof: For $\mathbf{M} \in \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \mathrm{P}_{\mathrm{Curl}}^{\circ} \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ we have $\mathbf{M}=\mathrm{P}_{\text {Curls }}^{\circ}$ E with some $\mathrm{E} \in$ $\mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$. Thus $0=\operatorname{Curl} \mathbf{M}=\mathbf{E}$ showing $\mathbf{M}=0$ and hence the directness of the first regular decomposition. The directness of the others follows similarly.

### 3.2. General bounded strong Lipschitz domains

In this section, we consider bounded strong Lipschitz domains $\Omega$ of general topology and we will extend the results of the previous section as follows. The Gradgrad- and the divDiv-complexes remain closed and all associated cohomology groups are finite-dimensional. Moreover, the respective inverse operators are continuous and even compact, and corresponding Friedrichs/Poincaré type estimates hold. We will show this by verifying the compactness properties of Lemma 2.7 for the various linear operators of the complexes. Then Lemma 2.5, Remark 2.6, and Theorem 2.9 immediately lead to the desired results. Using Rellich's selection theorem, we have the following compact embeddings:

$$
\begin{gathered}
D(\text { Gradgrad }) \cap D(0)=\dot{\mathrm{H}}^{2}(\Omega) \stackrel{\mathrm{cpt}}{\hookrightarrow} \mathrm{~L}^{2}(\Omega), \\
D\left(\pi_{\mathrm{R} T_{0}}\right) \cap D(\operatorname{devGrad})=\mathbf{H}^{1}(\Omega) \stackrel{\mathrm{cpt}}{\hookrightarrow} \mathrm{~L}^{2}(\Omega) .
\end{gathered}
$$

The two missing compactness results that would immediately lead to the desired results are

$$
\begin{equation*}
D\left(\operatorname{Curl}_{\mathbb{S}}\right) \cap D(\operatorname{divDiv} \mathbb{S})=\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\text { cpt }}{\hookrightarrow} \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
D\left(\operatorname{Div}_{\mathbb{T}}\right) \cap D\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \stackrel{\text { cpt }}{\hookrightarrow} \mathcal{L}_{\mathbb{T}}^{2}(\Omega) . \tag{23}
\end{equation*}
$$

The main aim of this section is to show the compactness of the two crucial embeddings (22) and (23). As a first step we consider a trivial topology.

Lemma 3.19: Let $\Omega$ be additionally topologically trivial. Then the embeddings (22), (23) are compact.
 3.10 we have

$$
\begin{aligned}
\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) & =\left(\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)\right) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \\
& \left(\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)\right) \\
\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)= & \operatorname{Gradgrad} \stackrel{\circ}{ }^{2}(\Omega) \\
\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)= & \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
\end{aligned}
$$

with linear and continuous potential operators. Therefore, we can decompose

$$
\begin{aligned}
& \mathbf{M}_{n}=\mathbf{M}_{n, \mathrm{r}}+\mathbf{M}_{n, \mathrm{~d}} \in\left(\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)\right) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \\
& \left(\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)\right)
\end{aligned}
$$

with $\mathbf{M}_{n, \mathrm{r}} \in \operatorname{Gradgrad} \stackrel{\circ}{\mathrm{H}}^{2}(\Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \operatorname{Curl} \mathbf{M}_{n, \mathrm{~d}}=\operatorname{Curl} \mathbf{M}_{n}$, and $\mathbf{M}_{n, \mathrm{r}}=\operatorname{Gradgrad} u_{n}$, $u_{n} \in \stackrel{\circ}{\mathrm{H}}^{2}(\Omega)$, as well as $\mathbf{M}_{n, \mathrm{~d}} \in \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$, $\operatorname{divDiv} \mathbf{M}_{n, \mathrm{r}}=\operatorname{divDiv} \mathbf{M}_{n}$, and $\mathbf{M}_{n, \mathrm{~d}}=\operatorname{symCurl} \mathbf{E}_{n}, \mathbf{E}_{n} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$, and both $u_{n}$ and $\mathbf{E}_{n}$ depend continuously on $\mathbf{M}_{n}$, i.e.

$$
\left|u_{n}\right|_{\mathrm{H}^{2}(\Omega)} \leq c\left|\mathbf{M}_{n, r}\right|_{\mathcal{L}^{2}(\Omega)} \leq c\left|\mathbf{M}_{n}\right|_{\mathcal{L}^{2}(\Omega)}, \quad\left|\mathbf{E}_{n}\right|_{\mathcal{H}^{1}(\Omega)} \leq c\left|\mathbf{M}_{n, \mathrm{~d}}\right|_{\mathcal{L}^{2}(\Omega)} \leq c\left|\mathbf{M}_{n}\right|_{\mathcal{L}^{2}(\Omega)}
$$

By Rellich's selection theorem, there exist subsequences, again denoted by $\left(u_{n}\right)$ and $\left(\mathbf{E}_{n}\right)$, such that $\left(u_{n}\right)$ converges in $\mathrm{H}^{1}(\Omega)$ and $\left(\mathbf{E}_{n}\right)$ converges in $\mathcal{L}^{2}(\Omega)$. Thus with $\mathbf{M}_{n, m}:=\mathbf{M}_{n}-\mathbf{M}_{m}$, and similarly for $\mathbf{M}_{n, m, \mathrm{r}}, \mathbf{M}_{n, m, \mathrm{~d}}, u_{n, m}, \mathbf{E}_{n, m}$, we see

$$
\begin{aligned}
\left|\mathbf{M}_{n, m, \mathrm{r}}\right|_{\mathcal{L}^{2}(\Omega)}^{2} & =\left\langle\mathbf{M}_{n, m, \mathrm{r}}, \operatorname{Gradgrad} u_{n, m}\right\rangle_{\mathcal{L}^{2}(\Omega)}=\left\langle\operatorname{divDiv} \mathbf{M}_{n, m, \mathrm{r}}, u_{n, m}\right\rangle_{\mathrm{L}^{2}(\Omega)} \\
& =\left\langle\operatorname{divDiv} \mathbf{M}_{n, m}, u_{n, m}\right\rangle_{\mathrm{L}^{2}(\Omega)} \leq c\left|u_{n, m}\right|_{\mathrm{L}^{2}(\Omega)}, \\
\left|\mathbf{M}_{n, m, \mathrm{~d}}\right|_{\mathcal{L}^{2}(\Omega)}^{2} & =\left\langle\mathbf{M}_{n, m, \mathrm{~d}}, \operatorname{symCurl} \mathbf{E}_{n, m}\right\rangle_{\mathcal{L}^{2}(\Omega)}=\left\langle\operatorname{Curl} \mathbf{M}_{n, m, \mathrm{~d}}, \mathbf{E}_{n, m}\right\rangle_{\mathcal{L}^{2}(\Omega)} \\
& =\left\langle\operatorname{Curl} \mathbf{M}_{n, m}, \mathbf{E}_{n, m}\right\rangle_{\mathcal{L}^{2}(\Omega)} \leq c\left|\mathbf{E}_{n, m}\right|_{\mathcal{L}^{2}(\Omega)} .
\end{aligned}
$$

Hence, $\left(\mathbf{M}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}_{\mathbb{S}}^{2}(\Omega)$. So

$$
\mathcal{\mathcal { H }}_{\mathbb{S}}(\text { Curl }, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \hookrightarrow \mathcal{L}_{\mathbb{S}}^{2}(\Omega)
$$

is compact. To show the second compact embedding, let $\left(\mathbf{E}_{n}\right) \subset \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ be a bounded sequence. By Theorems 3.12 and 3.10 we have

$$
\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div}, \Omega)\right) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)}
$$

$$
\begin{aligned}
&\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)\right) \\
& \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)=\operatorname{devGrad} \mathbf{H}^{1}(\Omega) \\
& \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)=\operatorname{Curl} \mathcal{H}_{\mathbb{S}}^{1}(\Omega)
\end{aligned}
$$

with linear and continuous potential operators. Therefore, we can decompose

$$
\begin{aligned}
& \mathbf{E}_{n}=\mathbf{E}_{n, \mathrm{r}}+\mathbf{E}_{n, \mathrm{~d}} \in\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div}, \Omega)\right) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \\
& \left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)\right)
\end{aligned}
$$

with $\mathbf{E}_{n, \mathbf{r}} \in \operatorname{devGrad} \mathbf{H}^{1}(\Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$, $\operatorname{symCurl} \mathbf{E}_{n, \mathrm{~d}}=\operatorname{symCurl} \mathbf{E}_{n}, \mathbf{E}_{n, \mathrm{r}}=\operatorname{devGrad} \mathbf{v}_{n}, \mathbf{v}_{n} \in$ $\mathbf{H}^{1}(\Omega)$, as well as $\mathbf{E}_{n, \mathrm{~d}} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \operatorname{Curl} \mathcal{H}_{\mathbb{S}}^{1}(\Omega), \operatorname{Div} \mathbf{E}_{n, \mathrm{r}}=\operatorname{Div} \mathbf{E}_{n}$, and $\mathbf{E}_{n, \mathrm{~d}}=\operatorname{Curl} \mathbf{M}_{n}$, $\mathbf{M}_{n} \in \mathcal{H}_{\mathbb{S}}^{1}(\Omega)$, and both $\mathbf{v}_{n}$ and $\mathbf{M}_{n}$ depend continuously on $\mathbf{E}_{n}$, i.e.

$$
\left|\mathbf{v}_{n}\right|_{\mathbf{H}^{1}(\Omega)} \leq c\left|\mathbf{E}_{n, \mathrm{r}}\right|_{\mathcal{L}^{2}(\Omega)} \leq c\left|\mathbf{E}_{n}\right|_{\mathcal{L}^{2}(\Omega)}, \quad\left|\mathbf{M}_{n}\right|_{\mathcal{H}^{1}(\Omega)} \leq c\left|\mathbf{E}_{n, \mathrm{~d}}\right|_{\mathcal{L}^{2}(\Omega)} \leq c\left|\mathbf{E}_{n}\right|_{\mathcal{L}^{2}(\Omega)}
$$

By Rellich's selection theorem, there exist subsequences, again denoted by $\left(\mathbf{v}_{n}\right)$ and $\left(\mathbf{M}_{n}\right)$, such that $\left(\mathbf{v}_{n}\right)$ converges in $\mathbf{L}^{2}(\Omega)$ and $\left(\mathbf{M}_{n}\right)$ converges in $\mathcal{L}^{2}(\Omega)$. Thus with $\mathbf{E}_{n, m}:=\mathbf{E}_{n}-\mathbf{E}_{m}$, and similarly for $\mathbf{E}_{n, m, \mathrm{r}}, \mathbf{E}_{n, m, \mathrm{~d}}, \mathbf{v}_{n, m}, \mathbf{M}_{n, m}$, we see

$$
\begin{aligned}
\left|\mathbf{E}_{n, m, r}\right|_{\mathcal{L}^{2}(\Omega)}^{2} & =\left\langle\mathbf{E}_{n, m, \mathrm{r}}, \operatorname{devGrad} \mathbf{v}_{n, m}\right\rangle \mathcal{L}^{2}(\Omega) \\
& =-\left\langle\operatorname{Div} \mathbf{E}_{n, m}, \mathbf{v}_{n, m}\right\rangle_{\mathrm{L}^{2}(\Omega)} \leq c\left|\mathbf{v i v}_{n, m}\right|_{\mathbf{L}^{2}(\Omega)}, \\
\left|\mathbf{E}_{n, m, \mathrm{r}, \mathrm{~d}}\right|_{\mathcal{L}^{2}(\Omega)}^{2} & \left.=\left\langle\mathbf{v}_{n, m, m}\right\rangle_{\mathbf{L}^{2}(\Omega)}, \operatorname{Curl} \mathbf{M}_{n, m}\right\rangle_{\mathcal{L}^{2}(\Omega)}=\left\langle\operatorname{symCurl} \mathbf{E}_{n, m, \mathrm{~d}}, \mathbf{M}_{n, m}\right\rangle \mathcal{L}^{2}(\Omega) \\
& =\left\langle\operatorname{symCurl} \mathbf{E}_{n, m}, \mathbf{M}_{n, m}\right\rangle \mathcal{L}^{2}(\Omega) \leq c\left|\mathbf{M}_{n, m}\right|_{\mathcal{L}^{2}(\Omega)} .
\end{aligned}
$$

Note that here the symmetry of $\mathbf{M}_{n, m}$ is crucial. Finally, $\left(\mathbf{E}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}_{\mathbb{T}}^{2}(\Omega)$. So

$$
\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \hookrightarrow \mathcal{L}_{\mathbb{T}}^{2}(\Omega)
$$

is compact.
For general topologies, we will use a partition of unity argument. The next lemma, which we will prove in the Appendix, provides the necessary tools for this.

Lemma 3.20: Let $\varphi \in \dot{C}^{\infty}\left(\mathbb{R}^{3}\right)$.
(i) If $\mathbf{M} \in \dot{\mathcal{H}}(\mathrm{Curl}, \Omega)$ resp. $\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\mathrm{Curl}, \Omega)$ resp. $\left.\stackrel{\mathcal{H}}{\mathbb{T}}^{(C u r l, ~} \Omega\right)$, then $\varphi \mathbf{M} \in \dot{\mathcal{H}}(\mathrm{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\mathrm{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\mathrm{Curl}, \Omega)$ and

$$
\begin{equation*}
\operatorname{Curl}(\varphi \mathbf{M})=\varphi \operatorname{Curl} \mathbf{M}+\operatorname{grad} \varphi \times \mathbf{M} \tag{24}
\end{equation*}
$$

(ii) If $\mathbf{M} \in \mathcal{H}(\operatorname{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\operatorname{Curl}, \Omega)$, then $\varphi \mathbf{M} \in \mathcal{H}(\mathrm{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\mathrm{Curl}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\mathrm{Curl}, \Omega)$ and (24) holds.
(iii) If $\mathbf{E} \in \mathcal{\mathcal { H }}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\operatorname{Div}, \Omega)$, then $\varphi \mathbf{E} \in \mathcal{H}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ resp. $\stackrel{\mathcal{H}}{\mathbb{S}}^{(\mathrm{Div}, \Omega) \text { and }}$

$$
\begin{equation*}
\operatorname{Div}(\varphi \mathbf{E})=\varphi \operatorname{Div} \mathbf{E}+\operatorname{grad} \varphi \cdot \mathbf{E} \tag{25}
\end{equation*}
$$

(iv) If $\mathrm{E} \in \mathcal{H}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\operatorname{Div}, \Omega)$, then $\varphi \mathbf{E} \in \mathcal{H}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ resp. $\mathcal{H}_{\mathbb{S}}(\mathrm{Div}, \Omega)$ and (25) holds.
(v) If $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ), then $\varphi \mathbf{E} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) and

$$
\operatorname{symCurl}(\varphi \mathbf{E})=\varphi \operatorname{symCurl} \mathbf{E}+\operatorname{sym}(\operatorname{grad} \varphi \times \mathbf{E}) .
$$

(vi) If $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$, then $\varphi \mathbf{M} \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ and

$$
\operatorname{div} \operatorname{Div}(\varphi \mathbf{M})=\varphi \operatorname{divDiv} \mathbf{M}+2 \operatorname{grad} \varphi \cdot \operatorname{Div} \mathbf{M}+\operatorname{tr}(\mathbf{M} \operatorname{Gradgrad} \varphi)
$$

By mollifying these formulas extend to $\varphi \in \stackrel{\circ}{C}^{0,1}\left(\mathbb{R}^{3}\right)$ resp. $\varphi \in \stackrel{C}{C}^{1,1}\left(\mathbb{R}^{3}\right)$.
Here $\operatorname{grad} \varphi \times \operatorname{resp} . \operatorname{grad} \varphi \cdot$ is applied row-wise to a tensor $\mathbf{M}$ and we see $\operatorname{grad} \varphi \cdot \mathbf{M}=\mathbf{M} \operatorname{grad} \varphi$ as well as $\operatorname{grad} \varphi \times \mathbf{M}=-\mathbf{M} \operatorname{spn}(\operatorname{grad} \varphi)$. Moreover, we introduce the new space

$$
\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega):=\left\{\mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega): \operatorname{divDiv} \mathbf{M} \in \mathbf{H}^{-1}(\Omega)\right\}
$$

Another auxiliary result required for the compactness proof is presented in the next lemma.
Lemma 3.21: The regular (type) decomposition

$$
\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)=\stackrel{\circ}{H}^{1}(\Omega) \cdot \mathbf{I}+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)
$$

holds. More precisely, for $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ there are unique $u \in \dot{H}^{1}(\Omega)$ and $\mathbf{M}_{0} \in \mathcal{H}_{\mathbb{S}}$ (divDiv $0, \Omega$ ) such that $\mathbf{M}=u \mathbf{I}+\mathbf{M}_{0}$. The scalar function $u \in \dot{\mathrm{H}}^{1}(\Omega)$ is given as the unique solution of the Dirichlet-Poisson problem

$$
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=-\langle\operatorname{divDiv} \mathbf{M}, \varphi\rangle_{\mathrm{H}^{-1}(\Omega)} \quad \text { for all } \varphi \in \dot{\mathrm{H}}^{1}(\Omega)
$$

and the decomposition is continuous, more precisely there exists $c>0$, such that

$$
|u|_{\mathrm{H}^{1}(\Omega)} \leq c|\operatorname{divDiv} \mathbf{M}|_{\mathrm{H}^{-1}(\Omega)}, \quad|\mathbf{M}-u \mathbf{I}|_{\mathrm{L}^{2}(\Omega)} \leq c|\mathbf{M}|_{\mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega)} .
$$

Proof: The unique solution $u \in \dot{\mathrm{H}}^{1}(\Omega)$ satisfies

$$
\mathbf{H}^{-1}(\Omega) \ni \operatorname{div} \operatorname{Div} u \mathbf{I}=\operatorname{div} \operatorname{grad} u=\operatorname{div} \operatorname{Div} \mathbf{M},
$$

i.e. $\mathbf{M}_{0}:=\mathbf{M}-u \mathbf{I} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$, which shows the decomposition. Moreover,

$$
|u|_{\mathrm{H}^{1}(\Omega)} \leq\left(1+c_{\mathrm{g}}^{2}\right)^{1 / 2}|\operatorname{divDiv} \mathbf{M}|_{\mathrm{H}^{-1}(\Omega)}
$$

shows that $u$ depends continuously on $\mathbf{M}$ and hence also $\mathbf{M}_{0}$ since

$$
\left|\mathbf{M}_{0}\right|_{\mathrm{L}^{2}(\Omega)} \leq|\mathbf{M}|_{\mathcal{L}^{2}(\Omega)}+|u|_{\mathrm{L}^{2}(\Omega)} \leq\left(2+c_{\mathrm{g}}^{2}\right)^{1 / 2}|\mathbf{M}|_{\mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega)}
$$

Let $u \mathbf{I} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$ with $u \in \stackrel{H}{ }^{1}(\Omega)$. Then $0=\operatorname{divDiv} u \mathbf{I}=\operatorname{div} \operatorname{grad} u=\Delta u$, yielding $u=0$. Hence, the decomposition is direct, completing the proof.

Lemma 3.22: $T h e ~ e m b e d d i n g s ~(22) ~ a n d ~(23) ~ a r e ~ c o m p a c t, ~ i . e . ~$

$$
\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\text { cpt }}{\hookrightarrow} \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \quad \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \stackrel{\text { cpt }}{\hookrightarrow} \mathcal{L}_{\mathbb{T}}^{2}(\Omega) .
$$

Proof: Let $\left(U_{i}\right)$ be an open covering of $\bar{\Omega}$, such that $\Omega_{i}:=\Omega \cap U_{i}$ is topologically trivial for all $i$. As $\bar{\Omega}$ is compact, there is a finite subcovering denoted by $\left(U_{i}\right)_{i=1, \ldots, I}$ with $I \in \mathbb{N}$. Let $\left(\varphi_{i}\right)$ with $\varphi_{i} \in$ $\stackrel{\circ}{C}^{\infty}\left(U_{i}\right)$ be a partition of unity subordinate to $\left(U_{i}\right)$. Suppose $\left(\mathbf{E}_{n}\right) \subset \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)$ is a bounded sequence. Then $\mathbf{E}_{n}=\sum_{i=1}^{I} \varphi_{i} \mathbf{E}_{n}$ and $\left(\varphi_{i} \mathbf{E}_{n}\right) \subset \mathcal{H}_{\mathbb{T}}\left(\right.$ symCurl, $\left.\Omega_{i}\right) \cap \mathcal{H}_{\mathbb{T}}\left(\operatorname{Div}, \Omega_{i}\right)$ is a bounded sequence for all $i$ by Lemma 3.20. As $\Omega_{i}$ is topologically trivial, there exists a subsequence, again denoted by $\left(\varphi_{i} \mathbf{E}_{n}\right)$, which is a Cauchy sequence in $\mathcal{L}^{2}\left(\Omega_{i}\right)$ by Lemma 3.19. Picking successively subsequences yields that $\left(\varphi_{i} \mathbf{E}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}^{2}\left(\Omega_{j}\right)$ for all $j$. Hence $\left(\mathbf{E}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}^{2}(\Omega)$. So the second embedding of the lemma is compact. Let $\left(\mathbf{M}_{n}\right) \subset \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap$ $\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$ be a bounded sequence. Then $\mathbf{M}_{n}=\sum_{i=1}^{I} \varphi_{i} \mathbf{M}_{n}$ and $\left(\varphi_{i} \mathbf{M}_{n}\right) \subset \mathcal{H}_{\mathbb{S}}\left(\right.$ Curl, $\left.\Omega_{i}\right) \cap$ $\mathcal{H}_{\mathbb{S}}^{0,-1}\left(\operatorname{divDiv}, \Omega_{i}\right)$ is a bounded sequence for all $i$ by Lemma 3.20 as $\left|\operatorname{Div} \mathbf{M}_{n}\right| \mathcal{H}^{-1}(\Omega) \leq\left|\mathbf{M}_{n}\right| \mathcal{L}^{2}(\Omega)$. Using Lemma 3.21 we decompose

$$
\varphi_{i} \mathbf{M}_{n}=u_{i, n} \mathbf{I}+\mathbf{M}_{0, i, n} \in \dot{\mathrm{H}}^{1}\left(\Omega_{i}\right) \cdot \mathbf{I}+\left(\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}\left(\operatorname{Curl}, \Omega_{i}\right) \cap \mathcal{H}_{\mathbb{S}}\left(\operatorname{divDiv} 0, \Omega_{i}\right)\right)
$$

Moreover, $\left(u_{i, n}\right)$ is bounded in $\stackrel{\circ}{\mathrm{H}}^{1}\left(\Omega_{i}\right)$ and $\left(\mathbf{M}_{0, i, n}\right)$ is bounded in $\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}\left(\operatorname{Curl}, \Omega_{i}\right) \cap \mathcal{H}_{\mathbb{S}}\left(\operatorname{divDiv} 0, \Omega_{i}\right)$. By Rellich's selection theorem and Lemma 3.19 as well as picking successively subsequences we get that $\left(\varphi_{i} \mathbf{M}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}^{2}\left(\Omega_{j}\right)$ for all $j$. Hence $\left(\mathbf{M}_{n}\right)$ is a Cauchy sequence in $\mathcal{L}^{2}(\Omega)$, showing that the first embedding of the lemma is also compact and finishing the proof.

Utilizing the crucial compact embeddings of Lemma 3.22, we can apply the functional analysis toolbox Section 2.1 to the (linear, densely defined, and closed 'complex') operators $\mathrm{A}_{0}, \mathrm{~A}_{1}, \mathrm{~A}_{2}, \mathrm{~A}_{0}^{*}$, $A_{1}^{*}, A_{2}^{*}$. In this general case the reduced operators are

$$
\begin{aligned}
& \mathcal{A}_{0}=\text { Gradgrad : } \mathrm{H}^{2}(\Omega) \subset \mathrm{L}^{2}(\Omega) \longrightarrow \overline{\operatorname{Gradgrad} \mathrm{H}^{2}(\Omega)}, \\
& \mathcal{A}_{1}=\operatorname{Curl}_{S}^{\circ}: \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \overline{\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)} \subset \overline{\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)} \longrightarrow \overline{\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega),} \\
& \mathcal{A}_{2}=\operatorname{Div}_{\mathbb{T}}: \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \overline{\operatorname{devGrad} \mathbf{H}^{1}(\Omega)} \subset \overline{\operatorname{devGrad} \mathbf{H}^{1}(\Omega)} \longrightarrow \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}, \\
& \mathcal{A}_{0}^{*}=\operatorname{divDivs}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \overline{\operatorname{Gradgrad} \dot{H}^{2}(\Omega)} \subset \overline{\operatorname{Gradgrad} \dot{H}^{2}(\Omega)} \longrightarrow \mathrm{L}^{2}(\Omega), \\
& \mathcal{A}_{1}^{*}=\operatorname{symCurl}_{\mathbb{T}}: \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \overline{\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)} \subset \overline{\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)} \longrightarrow \overline{\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)}, \\
& \mathcal{A}_{2}^{*}=-\operatorname{devGrad}: \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \longrightarrow \overline{\operatorname{devGrad} \mathbf{H}^{1}(\Omega)}
\end{aligned}
$$

as

$$
\begin{aligned}
\overline{\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)} & =\overline{R(\operatorname{divDivS})}=N(\operatorname{Gradgrad})^{\perp^{2}(\Omega)}=\{0\}^{\perp^{2}(\Omega)}=\mathrm{L}^{2}(\Omega), \\
\overline{\operatorname{Div} \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)} & =\overline{R\left(\operatorname{Div}_{\mathbb{T}}\right)}=N(\operatorname{devGrad})^{\perp^{2}(\Omega)}=\mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}
\end{aligned}
$$

Note that by the compact embeddings of Lemma 3.22 all ranges are actually closed and we can skip the closure bars. We obtain the following theorem.

Theorem 3.23: It holds:
(i) The ranges

$$
\begin{aligned}
R(\operatorname{Gradgrad}) & =\operatorname{Gradgrad} \dot{H}^{2}(\Omega), \\
\mathrm{L}^{2}(\Omega)=R(\operatorname{divDiv}) & =\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\operatorname{divDiv}\left(\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \operatorname{Gradgrad} \dot{H}^{2}(\Omega)\right), \\
R(\operatorname{Curl}) & =\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)=\operatorname{Curl}\left(\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)\right),
\end{aligned}
$$

$$
\begin{gathered}
R\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)=\operatorname{symCurl}\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)\right), \\
\mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}=R\left(\operatorname{Div}_{\mathbb{T}}\right)=\operatorname{Div} \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\operatorname{Div}\left(\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \operatorname{devGrad} \mathbf{H}^{1}(\Omega)\right), \\
R(\operatorname{devGrad})=\operatorname{devGrad} \mathbf{H}^{1}(\Omega)=\operatorname{devGrad}\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}\right)
\end{gathered}
$$

are closed. The more regular potentials on the right-hand sides are uniquely determined and depend linearly and continuously on the data, see (v).
(ii) The cohomology groups

$$
\begin{aligned}
& \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega):=\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega), \quad \mathscr{H}_{\mathrm{N}, \mathbb{T}}(\Omega):=\stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \\
& \cap \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)
\end{aligned}
$$

are finite dimensional and may be called symmetric Dirichlet resp. deviatoric Neumann tensor fields.
(iii) The Hilbert complexes from Remark 3.8, i.e.

$$
\{0\} \xrightarrow{0} \dot{H}^{2}(\Omega) \xrightarrow{\text { Gradgrad }} \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \xrightarrow{\text { Curls }_{\mathbb{S}}} \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \xrightarrow{\text { Div }_{\mathbb{T}}} \mathrm{L}^{2}(\Omega) \xrightarrow{\pi_{\mathrm{RT}_{0}}} \mathrm{RT}_{0}
$$

and its adjoint

$$
\{0\} \stackrel{0}{\longleftarrow} \mathrm{~L}^{2}(\Omega) \stackrel{\text { divDiv }_{\mathbb{S}}}{\rightleftarrows} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \stackrel{\operatorname{symCurl}_{\mathbb{T}}}{\rightleftarrows} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \stackrel{- \text { devGrad }}{\leftrightarrows} \mathbf{H}^{1}(\Omega) \stackrel{\iota_{\mathrm{R} T_{0}}}{\leftrightarrows} \mathrm{RT}_{0},
$$

are closed. They are also exact, if and only if $\mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega)=\{0\}, \mathscr{H}_{\mathrm{N}, \mathbb{T}}(\Omega)=\{0\}$. The latter holds, if $\Omega$ is topologically trivial.
(iv) The Helmholtz type decompositions

$$
\begin{aligned}
\mathcal{L}_{\mathbb{S}}^{2}(\Omega) & =\operatorname{Gradgrad} \stackrel{\circ}{ }^{2}(\Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \\
& =\stackrel{\mathcal{H}}{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \\
& =\operatorname{Gradgrad} \dot{H}^{2}(\Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega), \\
\mathcal{L}_{\mathbb{T}}^{2}(\Omega) & =\operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) \\
& =\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \operatorname{devGrad} \mathbf{H}^{1}(\Omega) \\
& =\operatorname{Curl} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \mathscr{H}_{\mathrm{N}, \mathbb{T}}(\Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \operatorname{devGrad} \mathbf{H}^{1}(\Omega)
\end{aligned}
$$

are valid.
(v) There exist positive constants $c_{G g}, c_{\mathrm{D}}, c_{\mathrm{R}}$, such that the Friedrichs/Poincaré type estimates

$$
\begin{array}{lr}
\forall u \in \dot{H}^{2}(\Omega) & |u|_{\mathrm{L}^{2}(\Omega)} \leq c_{\mathrm{Gg}}|\operatorname{Gradgrad} u|_{\mathcal{L}^{2}(\Omega)}, \\
\forall \mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \operatorname{Gradgrad} \dot{H}^{2}(\Omega) & |\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{Gg}}|\operatorname{divDiv} \mathbf{M}|_{\mathrm{L}^{2}(\Omega)} \\
\forall \mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \operatorname{devGrad} \mathbf{H}^{1}(\Omega) & |\mathbf{E}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{D}}|\operatorname{Div} \mathbf{E}|_{\mathbf{L}^{2}(\Omega)} \\
\forall \mathbf{v} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega) & |\mathbf{v}|_{\mathbf{L}^{2}(\Omega)} \leq c_{\mathrm{D}}|\operatorname{devGrad}|_{\mathcal{L}^{2}(\Omega)},
\end{array}
$$

$$
\begin{array}{rlrl}
\forall \mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) & |\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} & \leq c_{\mathrm{R}}|\operatorname{Curl} \mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \\
\forall \mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \cap \operatorname{Curl} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\text { Curl, } \Omega) & |\mathbf{E}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{R}} \mid \operatorname{symCurl} \mathbf{E}_{\mathcal{L}^{2}(\Omega)}
\end{array}
$$

hold ${ }^{2}$.
(vi) The inverse operators

$$
\left(\operatorname{symCurl}_{\mathbb{T}}\right)^{-1}: \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \operatorname{Curl} \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl}, \Omega)
$$

are continuous with norms $\left(1+c_{\mathrm{Gg}}^{2}\right)^{1 / 2}$ resp. $\left(1+c_{\mathrm{D}}^{2}\right)^{1 / 2}$, resp. $\left(1+c_{\mathrm{R}}^{2}\right)^{1 / 2}$, and their modifications

$$
\begin{aligned}
(\text { Gradgrad })^{-1}: \operatorname{Gradgrad} \stackrel{\circ}{ }^{2}(\Omega) & \longrightarrow \stackrel{H}{ }^{1}(\Omega) \subset \mathrm{L}^{2}(\Omega), \\
(\operatorname{divDiv})^{-1}: \mathrm{L}^{2}(\Omega) & \longrightarrow \operatorname{Gradgrad}^{\circ} \dot{H}^{2}(\Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \\
\left(\operatorname{Div}_{\mathbb{T}}\right)^{-1}: \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} & \longrightarrow \operatorname{devGrad} \mathbf{H}^{1}(\Omega) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega), \\
(\operatorname{devGrad})^{-1}: \operatorname{devGrad} \mathbf{H}^{1}(\Omega) & \longrightarrow \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \mathbf{L}^{2}(\Omega), \\
\left(\mathrm{Curl}_{\mathbb{S}}\right)^{-1}: \operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) & \longrightarrow \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega), \\
\left(\operatorname{symCurl} \mathbb{T}_{\mathbb{T}}\right)^{-1}: \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) & \longrightarrow \operatorname{Curl} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \subset \mathcal{L}_{\mathbb{T}}^{2}(\Omega)
\end{aligned}
$$ are compact with norms $c_{G g}, c_{\mathrm{D}}$, resp. $c_{\mathrm{R}}$.

We note

$$
\begin{align*}
\mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) & =\operatorname{Gradgrad} \dot{H}^{2}(\Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega), \\
\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) & =\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \oplus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega),  \tag{26}\\
\stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega) & =\operatorname{Curl} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \mathscr{H}_{\mathrm{N}, \mathbb{T}}(\Omega), \\
\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega) & =\operatorname{devGrad} \mathbf{H}^{1}(\Omega) \oplus_{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)} \mathscr{H}_{\mathrm{N}, \mathbb{T}}(\Omega)
\end{align*}
$$

Finally, even parts of Theorems 3.10, 3.17, and Corollary 3.18, extend to the general case, i.e. we have regular potentials and regular decompositions for bounded strong Lipschitz domains as well.

Theorem 3.24: The regular decompositions
(i) $\mathcal{H}_{\mathbb{S}}($ Curl, $\Omega)=\mathcal{H}_{\mathbb{S}}^{1}(\Omega)+\operatorname{Gradgrad} \dot{H}^{2}(\Omega)$,
(ii) $\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega)+\operatorname{Curl} \stackrel{\mathcal{H}}{\mathbb{S}}_{1}^{1}(\Omega)$,

$$
\begin{aligned}
& \text { (Gradgrad) }{ }^{-1}: \text { Gradgrad } \stackrel{\circ}{ }^{2}(\Omega) \longrightarrow \circ^{2}(\Omega), \\
& (\operatorname{divDiv})^{-1}: L^{2}(\Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \cap \operatorname{Gradgrad} \dot{H}^{2}(\Omega), \\
& \left(\operatorname{Div}_{\mathbb{T}}\right)^{-1}: \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \longrightarrow \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div}, \Omega) \cap \operatorname{devGrad} \mathbf{H}^{1}(\Omega), \\
& (\operatorname{devGrad}){ }^{-1}: \operatorname{devGrad} \mathbf{H}^{1}(\Omega) \longrightarrow \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \text {, } \\
& \left(\operatorname{Curl}_{\mathbb{S}}\right)^{-1}: \operatorname{Curl} \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \text {, }
\end{aligned}
$$

(iii) $\mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega)=\mathcal{H}_{\mathbb{T}}^{1}(\Omega)+\operatorname{devGrad} \mathbf{H}^{1}(\Omega)$,
(iv) $\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$
hold with linear and continuous (regular) decomposition resp. potential operators

$$
\begin{aligned}
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\text { Curl }, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}: \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\text { Curl, } \Omega) \longrightarrow \stackrel{\mathcal{H}}{\mathbb{S}}_{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathrm{H}^{2}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \longrightarrow \stackrel{\circ}{\mathrm{H}}^{2}(\Omega), \\
& \tilde{\mathrm{P}}_{\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}: \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega) \longrightarrow \stackrel{\mathcal{H}}{\mathbb{S}}_{1}^{(\Omega),} \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}: \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega), \mathbf{H}^{1}(\Omega)}: \mathcal{H}_{\mathbb{T}}(\text { symCurl }, \Omega) \longrightarrow \mathbf{H}^{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{S}}^{2}(\Omega)}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{2}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)}: \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) .
\end{aligned}
$$

Proof: As in the proof of Lemma 3.22, let ( $U_{i}$ ) be an open covering of $\bar{\Omega}$, such that $\Omega_{i}:=\Omega \cap U_{i}$ is topologically trivial for all $i$. As $\bar{\Omega}$ is compact, there is a finite subcovering denoted by $\left(U_{i}\right)_{i=1, \ldots, I}$ with $I \in \mathbb{N}$. Let $\left(\varphi_{i}\right)$ with $\varphi_{i} \in \stackrel{\circ}{C}^{\infty}\left(U_{i}\right)$ be a partition of unity subordinate to $\left(U_{i}\right)$ and let additionally $\phi_{i} \in \stackrel{\circ}{C}^{\infty}\left(U_{i}\right)$ with $\left.\phi_{i}\right|_{\operatorname{supp} \varphi_{i}}=1$. To prove (i), suppose $\mathbf{M} \in \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\mathrm{Curl}, \Omega)$. By Lemma 3.20 and Theorem 3.17 we have

$$
\varphi_{i} \mathbf{M} \in \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}\left(\text { Curl, } \Omega_{i}\right)=\dot{\mathcal{H}}_{\mathbb{S}}^{1}\left(\Omega_{i}\right)+\stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}\left(\text { Curl } 0, \Omega_{i}\right)=\dot{\mathcal{H}}_{\mathbb{S}}^{1}\left(\Omega_{i}\right)+\operatorname{Gradgrad} \stackrel{\circ}{\mathrm{H}}^{2}\left(\Omega_{i}\right)
$$

Hence, $\varphi_{i} \mathbf{M}=\mathbf{M}_{i}+\operatorname{Gradgrad} u_{i}$ with $\mathbf{M}_{i} \in \dot{\mathcal{H}}_{\mathbb{S}}^{1}\left(\Omega_{i}\right)$ and $u_{i} \in \dot{\mathrm{H}}^{2}\left(\Omega_{i}\right)$. Let $\hat{\mathbf{M}}_{i}$ and $\hat{u}_{i}$ denote the extensions by zero of $\mathbf{M}_{i}$ and $u_{i}$. Then $\hat{\mathbf{M}}_{i} \in \mathcal{H}_{\mathbb{S}}^{1}(\Omega)$ and $\hat{u}_{i} \in \dot{H}^{2}(\Omega)$. Thus

$$
\mathbf{M}=\sum_{i} \varphi_{i} \mathbf{M}=\sum_{i} \hat{\mathbf{M}}_{i}+\operatorname{Gradgrad} \sum_{i} \hat{u}_{i} \in \mathcal{\mathcal { H }}_{\mathbb{S}}^{1}(\Omega)+\operatorname{Gradgrad} \dot{\mathrm{H}}^{2}(\Omega),
$$

and all applied operations are continuous. Similarly we prove (ii). To show (iii), let $\mathbf{E} \in$ $\mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega)$. By Lemma 3.20 and Theorem 3.17 we have

$$
\begin{aligned}
& \varphi_{i} \mathbf{E} \in \mathcal{H}_{\mathbb{T}}\left(\operatorname{symCurl}, \Omega_{i}\right)=\mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)+\mathcal{H}_{\mathbb{T}}\left(\operatorname{symCurl} 0, \Omega_{i}\right)=\mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right) \\
& \quad+\operatorname{devGrad} \mathbf{H}^{1}\left(\Omega_{i}\right)
\end{aligned}
$$

Hence, $\varphi_{i} \mathbf{E}=\mathbf{E}_{i}+\operatorname{devGrad} \mathbf{v}_{i}$ with $\mathbf{E}_{i} \in \mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)$ and $\mathbf{v}_{i} \in \mathbf{H}^{1}\left(\Omega_{i}\right)$. In $\Omega_{i}$ we observe

$$
\begin{aligned}
\varphi_{i} \mathbf{E}=\phi_{i} \varphi_{i} \mathbf{E} & =\phi_{i} \mathbf{E}_{i}+\phi_{i} \operatorname{devGrad} \mathbf{v}_{i} \\
& =\phi_{i} \mathbf{E}_{i}-\operatorname{dev}\left(\mathbf{v}_{i} \cdot \operatorname{grad}^{\top} \phi_{i}\right)+\operatorname{devGrad}\left(\phi_{i} \mathbf{v}_{i}\right) \in \mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)+\operatorname{devGrad} \mathbf{H}^{1}\left(\Omega_{i}\right) .
\end{aligned}
$$

Let $\hat{\mathbf{E}}_{i}$ and $\hat{\mathbf{v}}_{i}$ denote the extensions by zero of $\phi_{i} \mathbf{E}_{i}-\operatorname{dev}\left(\mathbf{v}_{i} \cdot \operatorname{grad}^{\top} \phi_{i}\right)$ and $\phi_{i} \mathbf{v}_{i}$. Then $\hat{\mathbf{E}}_{i} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$ and $\hat{\mathbf{v}}_{i} \in \mathbf{H}^{1}(\Omega)$. Thus

$$
\mathbf{E}=\sum_{i} \varphi_{i} \mathbf{E}=\sum_{i} \hat{\mathbf{E}}_{i}+\operatorname{devGrad} \sum_{i} \hat{\mathbf{v}}_{i} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)+\operatorname{devGrad} \mathbf{H}^{1}(\Omega),
$$

and all applied operations are continuous. To show (iv), let $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}$ ( $\operatorname{divDiv}, \Omega$ ). Then $\operatorname{divDiv} \mathbf{M} \in$ $L^{2}(\Omega)$ and by Theorem 3.10 and Remark 3.11 (ii) there is some $\tilde{\mathbf{M}} \in \mathcal{H}_{\mathbb{S}}^{2}(\Omega)$, together with a linear and continuous potential operator, with $\operatorname{divDiv} \tilde{\mathbf{M}}=\operatorname{divDiv} \mathbf{M}$. Therefore, we have $\mathbf{M}-\tilde{\mathbf{M}} \in$ $\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$, completing the proof.

Applying $\mathrm{Curl}_{\mathbb{S}}^{\circ}, \mathrm{Div}_{\mathbb{T}}$, and symCurl ${ }_{\mathbb{T}}$, $\operatorname{divDiv}_{\mathbb{S}}$ to the regular decompositions in Theorem 3.24 we get the following regular potentials.

Theorem 3.25: It holds
(i) $R\left(\operatorname{Curl}_{\mathbb{S}}\right)=\operatorname{Curl} \stackrel{\mathcal{H}}{\mathbb{S}}(\operatorname{Curl}, \Omega)=\operatorname{Curl} \mathcal{H}_{\mathbb{S}}^{1}(\Omega)$,
(ii) $\mathrm{RT}_{0}^{\mathrm{L}^{2}(\Omega)}=R\left(\operatorname{Div}_{\mathbb{T}}\right)=\operatorname{Div} \mathcal{H}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\operatorname{Div} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$,
(iii) $R\left(\operatorname{symCurl}_{\mathbb{T}}\right)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$,
(iv) $\mathrm{L}^{2}(\Omega)=R\left(\operatorname{divDiv}_{\mathbb{S}}\right)=\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\operatorname{divDiv} \mathcal{H}_{\mathbb{S}}^{2}(\Omega)$
with corresponding linear and continuous (regular) potential operators (on the right-hand sides).

Using Theorem 3.23, canonical linear and continuous regular potential operators in the latter theorem are given by

$$
\begin{align*}
& \tilde{\mathrm{P}}_{\operatorname{Curl} \mathbb{S}_{\mathbb{S}}}:=\tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega), \mathcal{H}_{\mathbb{S}}^{1}(\Omega)}\left(\operatorname{Curl}_{\mathbb{S}}\right)^{-1}: \operatorname{Curl} \mathcal{H}_{\mathbb{H}}(\operatorname{Curl}, \Omega) \longrightarrow \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\mathrm{Div}_{\mathbb{T}}}:=\tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{T}}(\mathrm{Div}, \Omega), \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega)}\left(\mathrm{Div}_{\mathbb{T}}\right)^{-1}: \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \longrightarrow \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega),  \tag{27}\\
& \tilde{\mathrm{P}}_{\text {symCurl }}^{\mathbb{T}}:=\tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{T}}(\operatorname{symCur}, \Omega), \mathcal{H}_{\mathbb{T}}^{1}(\Omega)}\left(\operatorname{symCurl}_{\mathbb{T}}\right)^{-1}: \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \longrightarrow \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
& \tilde{\mathrm{P}}_{\text {divDivs }}:=\tilde{\mathrm{P}}_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega), \mathcal{H}_{\mathbb{S}}^{2}(\Omega)}\left(\operatorname{divDiv}_{\mathbb{S}}\right)^{-1}: \mathrm{L}^{2}(\Omega) \longrightarrow \mathcal{H}_{\mathbb{S}}^{2}(\Omega) .
\end{align*}
$$

We get the following direct regular decompositions.

Corollary 3.26: The direct regular decompositions

$$
\begin{aligned}
& \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega)=\tilde{\mathrm{P}}_{\operatorname{Curl}}^{\circ} \operatorname{Curl}^{\circ} \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)+\dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega), \\
& \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div}, \Omega)=\tilde{\mathrm{P}}_{\text {Div }_{\mathbb{T}}} \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}+\dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega), \\
& \mathcal{H}_{\mathbb{T}}(\text { symCurl }, \Omega)=\tilde{\mathrm{P}}_{\text {symCurl }} \operatorname{symCurl}_{\mathcal{H}}^{\mathbb{T}}(\operatorname{symCurl}, \Omega)+\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega), \\
& \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\tilde{\mathrm{P}}_{\text {divDiv }_{\mathbb{S}}} \mathrm{L}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)
\end{aligned}
$$

hold. Moreover,

$$
\begin{gathered}
\tilde{\mathrm{P}}_{\text {Curls }}^{\circ} \operatorname{Curl} \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \subset \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}^{1}(\Omega), \quad \tilde{\mathrm{P}}_{\text {symCurl }} \text { symCurl } \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \subset \mathcal{H}_{\mathbb{T}}^{1}(\Omega), \\
\tilde{\mathrm{P}}_{\operatorname{Div}_{\mathbb{T}}} \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)} \subset \dot{\mathcal{H}}_{\mathbb{T}}^{1}(\Omega), \quad \tilde{\mathrm{P}}_{\operatorname{divDiv}_{\mathbb{S}}} \mathrm{L}^{2}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{2}(\Omega)
\end{gathered}
$$

Note that the second summands on the right-hand sides may be further decomposed by (26), Theorem 3.25, and (27).

Proof: For $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \cap \tilde{\mathrm{P}}_{\operatorname{Curl}}^{\circ} \operatorname{Curl}_{\mathcal{H}}^{\mathcal{H}}(\operatorname{Curl}, \Omega)$ we have $\mathbf{M}=\tilde{\mathrm{P}}_{\text {Curls }}^{\circ} \mathbf{N}$ with some $\mathbf{N} \in$ Curl $\mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$. Thus $0=\operatorname{Curl} \mathbf{M}=\mathbf{N}$ showing $\mathbf{M}=0$ and hence the directness of the first regular decomposition. The other assertions follow similarly.

Remark 3.27: While the results about the regular potentials in Theorem 3.25 hold in full generality for all operators, one may wonder that the regular decompositions from Theorem 3.24 hold in full generality only for (i)-(iii), but not for (iv), i.e. we just have in (iv)

$$
\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)=\mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega) \supset \mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

The reason for the failure of the partition of unity argument from the proof of Theorem 3.24 is the following: Let $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$. By Lemma 3.20 (vi) we just get $\varphi_{i} \mathbf{M} \in \mathcal{H}_{\mathbb{S}}^{0,-1}$ (divDiv, $\Omega_{i}$ ), see also the proof of Lemma 3.22. Using Lemma 3.21 and Theorem 3.17 we can decompose

$$
\varphi_{i} \mathbf{M}=u_{i} \mathbf{I}+\operatorname{symCurl} \mathbf{E}_{i} \in \stackrel{\circ}{\mathrm{H}}^{1}\left(\Omega_{i}\right) \cdot \mathbf{I} \dot{+} \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)
$$

as $\mathcal{H}_{\mathbb{S}}\left(\operatorname{divDiv} 0, \Omega_{i}\right)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)$. In $\Omega_{i}$ we observe

$$
\begin{aligned}
\varphi_{i} \mathbf{M}=\phi_{i} \varphi_{i} \mathbf{M} & =\phi_{i} u_{i} \mathbf{I}+\phi_{i} \operatorname{symCurl} \mathbf{E}_{i} \\
& =\phi_{i} u_{i} \mathbf{I}-\operatorname{sym}\left(\operatorname{grad} \phi_{i} \times \mathbf{E}_{i}\right)+\operatorname{symCurl}\left(\phi_{i} \mathbf{E}_{i}\right) \in \mathcal{H}_{\mathbb{S}}^{1}\left(\Omega_{i}\right)+\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}\left(\Omega_{i}\right)
\end{aligned}
$$

Let $\hat{\mathbf{M}}_{i}$ and $\hat{\mathbf{E}}_{i}$ denote the extensions by zero of $\phi_{i} u_{i} \mathbf{I}-\operatorname{sym}\left(\operatorname{grad} \phi_{i} \times \mathbf{E}_{i}\right)$ and $\phi_{i} \mathbf{E}_{i}$. Then $\hat{\mathbf{M}}_{i} \in$ $\mathcal{H}_{\mathbb{S}}^{1}(\Omega)$ and $\hat{\mathbf{E}}_{i} \in \mathcal{H}_{\mathbb{T}}^{1}(\Omega)$ and thus

$$
\mathbf{M}=\sum_{i} \varphi_{i} \mathbf{M}=\sum_{i} \hat{\mathbf{M}}_{i}+\operatorname{symCurl} \sum_{i} \hat{\mathbf{E}}_{i} \in \mathcal{H}_{\mathbb{S}}^{1}(\Omega)+\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
$$

and all applied operations are continuous. Therefore, we obtain

$$
\begin{aligned}
& \mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{2}(\Omega)+\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega) \subset \mathcal{H}_{\mathbb{S}}^{1}(\Omega) \\
& \quad+\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}^{1}(\Omega)
\end{aligned}
$$

So we have lost one Sobolev order in the summand $\mathcal{H}_{\mathbb{S}}^{1}(\Omega)$.

## 4. Application to biharmonic problems

By $\Delta^{2}=\operatorname{divDiv}$ Gradgrad, a standard (primal) variational formulation of (1) in $\mathbb{R}^{3}$ reads as follows: For given $f \in \mathrm{H}^{-2}(\Omega)$, find $u \in \dot{H}^{2}(\Omega)$ such that

$$
\begin{equation*}
\langle\operatorname{Gradgrad} u, \operatorname{Gradgrad} \phi\rangle_{\mathcal{L}^{2}(\Omega)}=\langle f, \phi\rangle_{\mathrm{H}^{-2}(\Omega)} \quad \text { for all } \phi \in \dot{H}^{2}(\Omega) \tag{28}
\end{equation*}
$$

Existence, uniqueness, and continuous dependence on $f$ of a solution to (28) is guaranteed by the theorem of Lax-Milgram, see, e.g. [27, 28] or Lemma 3.3. Note that then

$$
\mathbf{M}:=\operatorname{Gradgrad} u \in \stackrel{\circ}{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \ominus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega)
$$

with $\operatorname{divDiv} \mathbf{M}=f \in \mathrm{H}^{-2}(\Omega)$. In other words the operator

$$
\begin{equation*}
\operatorname{divDiv}: \mathcal{L}_{\mathbb{S}}^{2}(\Omega) \rightarrow \mathrm{H}^{-2}(\Omega) \tag{29}
\end{equation*}
$$

is surjective and

$$
\begin{equation*}
\text { divDiv : } \dot{\mathcal{H}}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega) \ominus_{\mathcal{L}_{\mathbb{S}}^{2}(\Omega)} \mathscr{H}_{\mathrm{D}, \mathbb{S}}(\Omega) \rightarrow \mathrm{H}^{-2}(\Omega) \tag{30}
\end{equation*}
$$

is bijective and even a topological isomorphism by the bounded inverse theorem. For our decomposition result we need the following variant of the Hilbert complex from Theorem 3.23:

$$
\mathrm{RT}_{0} \xrightarrow{\iota_{\mathrm{R}}^{0} 0}{ }^{1}(\Omega) \xrightarrow{- \text { devGrad }} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \xrightarrow{\text { symCurl }} \mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega) \xrightarrow{\text { divDivs }} \mathrm{H}^{-1}(\Omega) \xrightarrow{0}\{0\},
$$

where we recall $\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ from Lemma 3.21. This is obviously also a closed Hilbert complex as divDiv : $\mathcal{H}_{\mathbb{S}}^{0,-1}$ (divDiv, $\left.\Omega\right) \rightarrow \mathrm{H}^{-1}(\Omega)$ is surjective as well by (29). Observe that

$$
\mathcal{H}_{\mathbb{S}}^{1}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega) \subset \mathcal{L}_{\mathbb{S}}^{2}(\Omega)
$$

For right-hand sides $f \in \mathrm{H}^{-1}(\Omega)$ we consider the following mixed variational problem for $u$ and the Hessian $\mathbf{M}$ of $u$ : Find $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ and $u \in \dot{H}^{1}(\Omega)$ such that

$$
\begin{gather*}
\langle\mathbf{M}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle u, \operatorname{divDiv} \boldsymbol{\Psi}\rangle_{\mathrm{H}^{-1}(\Omega)}=0 \quad \text { for all } \Psi \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega),  \tag{31}\\
\quad\langle\operatorname{divDiv} \mathbf{M}, \psi\rangle_{\mathrm{H}^{-1}(\Omega)}=-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)} \quad \text { for all } \psi \in \stackrel{\circ}{\mathrm{H}}^{1}(\Omega) . \tag{32}
\end{gather*}
$$

The first row and the second row of this mixed problem are variational formulations of (2) and (3), respectively. We recall the following two results related to these mixed problems from [1].

Theorem 4.1: Let $f \in \mathrm{H}^{-1}(\Omega)$. Then:
(i) Problem (31)-(32) is a well-posed saddle point problem.
(ii) The variational problems (28) and (31)-(32) are equivalent, i.e. if $u \in \dot{H}^{2}(\Omega)$ solves (28), then $\mathbf{M}=-\operatorname{Gradgrad} u$ lies in $\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ and $(\mathbf{M}, u)$ solves $(31)-(32)$. And, vice versa, if $(\mathbf{M}, u) \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega) \times \dot{H}^{1}(\Omega)$ solves (31)-(32), then $u \in \stackrel{\circ}{H}^{2}(\Omega)$ with Gradgrad $u=-\mathbf{M}$ and $u$ solves (28).

Although only two-dimensional biharmonic problems were considered in [1], the proof of the latter theorem is completely identical for the three-dimensional case. The same holds for Lemma 3.21.

Proof: To show (i), we first note that $(\boldsymbol{\Phi}, \boldsymbol{\Psi}) \mapsto\langle\boldsymbol{\Phi}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}$ is coercive over the kernel of (32), i.e. for $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$ we have $\langle\boldsymbol{\Phi}, \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}=|\boldsymbol{\Phi}|_{\mathcal{L}^{2}(\Omega)}^{2}=|\boldsymbol{\Phi}|_{\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)}^{2}=|\boldsymbol{\Phi}|_{\mathcal{H}_{\mathbb{S}}^{(0,-1}(\operatorname{divDiv}, \Omega)}^{2}$. Moreover, the inf-sup-condition holds, as

$$
\begin{aligned}
& \inf _{\substack{\dot{\circ} \\
0 \neq \varphi \in \mathrm{H}^{1}(\Omega)}} \sup _{0 \neq \boldsymbol{\Phi} \in \mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega)} \frac{\langle\varphi, \operatorname{divDiv} \boldsymbol{\Phi}\rangle_{\mathrm{H}^{-1}(\Omega)}}{|\operatorname{grad} \varphi|_{\mathrm{L}^{2}(\Omega)}|\boldsymbol{\Phi}|_{\mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega)}} \\
& \geq \inf _{0 \neq \varphi \in \mathrm{H}^{1}(\Omega)} \frac{-\langle\varphi, \operatorname{divDiv}(\varphi \mathbf{I})\rangle_{\mathrm{H}^{-1}(\Omega)}}{|\operatorname{grad} \varphi|_{\mathbf{L}^{2}(\Omega)}|\varphi \mathbf{I}|_{\mathcal{H}_{\mathrm{S}}^{0,-1}(\operatorname{divDiv}, \Omega)}}=\inf _{0 \neq \varphi \in \mathrm{H}^{1}(\Omega)} \frac{|\operatorname{grad} \varphi|_{\mathbf{L}^{2}(\Omega)}}{\left(\left|\varphi \mathbf{I}_{\mathcal{L}^{2}(\Omega)}^{2}+|\operatorname{divDiv}(\varphi \mathbf{I})|_{\mathrm{H}^{-1}(\Omega)}^{2}\right)^{1 / 2}\right.} \\
& =\inf _{0 \neq \varphi \in \mathrm{H}^{1}(\Omega)} \frac{|\operatorname{grad} \varphi|_{\mathrm{L}^{2}(\Omega)}}{\left(3|\varphi|_{\mathrm{L}^{2}(\Omega)}^{2}+|\operatorname{grad} \varphi|_{\mathrm{L}^{2}(\Omega)}^{2}\right)^{1 / 2}} \geq\left(3 c_{\mathrm{g}}^{2}+1\right)^{-1 / 2}
\end{aligned}
$$

by choosing $\boldsymbol{\Phi}:=-\varphi \mathbf{I} \in \stackrel{H}{H}^{1}(\Omega) \cdot \mathbf{I} \subset \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ and observing

$$
\begin{aligned}
-\langle\varphi, \operatorname{divDiv}(\varphi \mathbf{I})\rangle_{\mathrm{H}^{-1}(\Omega)} & =-\langle\varphi, \operatorname{div} \operatorname{grad} \varphi\rangle_{\mathrm{H}^{-1}(\Omega)}=|\operatorname{grad} \varphi|_{\mathbf{L}^{2}(\Omega)}^{2} \\
|\operatorname{divDiv}(\varphi \mathbf{I})|_{\mathrm{H}^{-1}(\Omega)} & =\sup _{0 \neq \phi \in \mathrm{H}^{1}(\Omega)} \frac{\langle\phi, \operatorname{div} \operatorname{grad} \varphi\rangle_{\mathrm{H}^{-1}(\Omega)}}{|\operatorname{grad} \phi|_{\mathbf{L}^{2}(\Omega)}} \\
& =\sup _{0 \neq \phi \in \mathrm{H}^{1}(\Omega)} \frac{\langle\operatorname{grad} \phi, \operatorname{grad} \varphi\rangle_{\mathbf{L}^{2}(\Omega)}}{|\operatorname{grad} \phi|_{\mathbf{L}^{2}(\Omega)}}=|\operatorname{grad} \varphi|_{\mathbf{L}^{2}(\Omega)} .
\end{aligned}
$$

Note that both the primal problem (28) and the mixed problem (31)-(32) are well-posed. So, it suffices to show the first part of (ii) only. The reverse direction follows then automatically. Let $u \in \dot{H}^{2}(\Omega)$ solve (28). Then $\mathbf{M}:=-\operatorname{Gradgrad} u \in \mathcal{H}_{\mathbb{S}}^{0,-1}$ (divDiv, $\Omega$ ) with $\operatorname{divDiv} \mathbf{M}=-f$ in $\mathrm{H}^{-2}(\Omega)$ and hence in $H^{-1}(\Omega)$. Thus (32) holds. Moreover, for $\boldsymbol{\Psi} \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ we see

$$
\langle\mathbf{M}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle\operatorname{Gradgrad} u, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle u, \operatorname{divDiv} \boldsymbol{\Psi}\rangle_{\mathrm{H}^{-2}(\Omega)}=-\langle u, \operatorname{div} \operatorname{Div} \boldsymbol{\Psi}\rangle_{\mathrm{H}^{-1}(\Omega)}
$$

and hence (31) is true. Therefore, ( $\mathbf{M}, u$ ) solves (31)-(32).

Remark 4.2: For convenience of the reader, we give additionally a proof of the other direction as well: if $(\mathbf{M}, u)$ in $\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega) \times \dot{H}^{1}(\Omega)$ solves (31)-(32), then $\operatorname{divDiv} \mathbf{M}=-f$ in $\mathrm{H}^{-1}(\Omega)$ and (31) holds. Especially, (31) holds for $\Psi \in \mathcal{H}_{\mathbb{S}}^{2}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{1}(\Omega) \subset \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$, i.e.

$$
\begin{equation*}
-\langle\mathbf{M}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle u, \operatorname{divDiv} \boldsymbol{\Psi}\rangle_{\mathrm{H}^{-1}(\Omega)}=\langle u, \operatorname{div} \operatorname{Div} \boldsymbol{\Psi}\rangle_{\mathrm{L}^{2}(\Omega)} . \tag{33}
\end{equation*}
$$

But then (33) holds for all $\Psi \in \mathcal{H}^{2}(\Omega)$ as $\operatorname{sym} \Psi \in \mathcal{H}_{\mathbb{S}}^{2}(\Omega)$ and

$$
\begin{equation*}
-\langle\mathbf{M}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle\mathbf{M}, \operatorname{sym} \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle u, \operatorname{divDiv} \operatorname{sym} \boldsymbol{\Psi}\rangle_{L^{2}(\Omega)}=\langle u, \operatorname{divDiv} \boldsymbol{\Psi}\rangle_{L^{2}(\Omega)}, \tag{34}
\end{equation*}
$$

since divDiv skw $\Psi=0$ by

$$
\langle\operatorname{divDiv} \operatorname{skw} \boldsymbol{\Psi}, \phi\rangle_{\mathrm{L}^{2}(\Omega)}=\langle\operatorname{skw} \boldsymbol{\Psi}, \operatorname{Gradgrad} \phi\rangle_{\mathcal{L}^{2}(\Omega)}=0
$$

for all $\phi \in \circ^{\infty}(\Omega)$. (34) yields that $u \in \dot{\mathrm{H}}^{2}(\Omega)$ with Gradgrad $u=-\mathrm{M}$. Finally, for all $\phi \in \dot{\mathrm{H}}^{2}(\Omega)$
$\langle\text { Gradgrad } u, \text { Gradgrad } \phi\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle\mathbf{M}, \text { Gradgrad } \phi\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle\operatorname{divDiv} \mathbf{M}, \phi\rangle_{\mathrm{H}^{-2}(\Omega)}=\langle f, \phi\rangle_{\mathrm{H}^{-2}(\Omega)}$, showing that $u \in \stackrel{\circ}{\mathrm{H}}^{2}(\Omega)$ solves (28).

We note that the decomposition of $\mathcal{H}_{\mathbb{S}}^{0,-1}$ (divDiv, $\Omega$ ) in Lemma 3.21 is different to the Helmholtz type decomposition of the larger space $\mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ in Theorems 3.12 and 3.23 and does not involve the Hessian of scalar functions in $\dot{H}^{2}(\Omega)$. Using the decomposition of $\mathcal{H}_{\mathbb{S}}^{0,-1}$ (divDiv, $\Omega$ ) in Lemma 3.21, we have the following decomposition result for the biharmonic problem. Let $(\mathbf{M}, u) \in$ $\mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega) \times \dot{\mathrm{H}}^{1}(\Omega)$ be the unique solution of (31)-(32). Using Lemma 3.21 we have the following direct decompositions for $\mathbf{M}, \Psi \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$

$$
\mathbf{M}=p \mathbf{I}+\mathbf{M}_{0}, \quad \mathbf{\Psi}=\varphi \mathbf{I}+\boldsymbol{\Psi}_{0}, \quad p, \varphi \in \dot{H}^{1}(\Omega), \quad \mathbf{M}_{0}, \boldsymbol{\Psi}_{0} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)
$$

This allows to rewrite (31)-(32) equivalently in terms of ( $p, \mathbf{M}_{0}, u$ ) and for all $\left(\varphi, \boldsymbol{\Psi}_{0}, \psi\right.$ ), i.e.

$$
\begin{aligned}
& \langle p \mathbf{I}, \varphi \mathbf{I}\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle\mathbf{M}_{0}, \boldsymbol{\Psi}_{0}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle p \mathbf{I}, \Psi_{0}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle\mathbf{M}_{0}, \varphi \mathbf{I}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\langle u, \operatorname{divDiv}(\varphi \mathbf{I})\rangle_{H^{-1}(\Omega)}=0, \\
& \langle\operatorname{divDiv}(p \mathbf{I}), \psi\rangle_{\mathrm{H}^{-1}(\Omega)}=-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)}
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathrm{L}^{2}(\Omega)}+3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}+\left\langle\mathbf{M}_{0}, \boldsymbol{\Psi}_{0}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle p, \operatorname{tr} \boldsymbol{\Psi}_{0}\right\rangle_{\mathrm{L}^{2}(\Omega)}+\left\langle\operatorname{tr}_{\mathbf{M}}, \varphi\right\rangle_{\mathrm{L}^{2}(\Omega)} & =0, \\
\langle\operatorname{grad} p, \operatorname{grad} \psi\rangle_{\mathrm{L}^{2}(\Omega)} & =-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)},
\end{aligned}
$$

which leads to the equivalent system

$$
\begin{aligned}
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathbf{L}^{2}(\Omega)}+3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}+\left\langle\operatorname{tr} \mathbf{M}_{0}, \varphi\right\rangle_{\mathrm{L}^{2}(\Omega)} & =0, \\
\left\langle\mathbf{M}_{0}, \boldsymbol{\Psi}_{0}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle p, \operatorname{tr} \boldsymbol{\Psi}_{0}\right\rangle_{\mathrm{L}^{2}(\Omega)} & =0, \\
\langle\operatorname{grad} p, \operatorname{grad} \psi\rangle_{\mathbf{L}^{2}(\Omega)} & =-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)} .
\end{aligned}
$$

Theorem 4.3: The variational problem (31)-(32) is equivalent to the following well-posed and uniquely solvable variational problem. For $f \in \mathrm{H}^{-1}(\Omega)$ find $p \in \dot{H}^{1}(\Omega), \mathbf{M}_{0} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$, and $u \in$ $\stackrel{\circ}{H}^{1}(\Omega)$ such that

$$
\begin{gather*}
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathbf{L}^{2}(\Omega)}+\left\langle\operatorname{tr} \mathbf{M}_{0}, \varphi\right\rangle_{\mathrm{L}^{2}(\Omega)}+3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=0,  \tag{35}\\
\left\langle\mathbf{M}_{0}, \boldsymbol{\Psi}_{0}\right\rangle_{\mathcal{L}^{2}(\Omega)}+\left\langle p, \operatorname{tr} \Psi_{0}\right\rangle_{\mathrm{L}^{2}(\Omega)}=0,  \tag{36}\\
\langle\operatorname{grad} p, \operatorname{grad} \psi\rangle_{\mathbf{L}^{2}(\Omega)}=-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)} \tag{37}
\end{gather*}
$$

for all $\psi \in \dot{H}^{1}(\Omega), \boldsymbol{\Psi}_{0} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)$, and $\varphi \in \dot{H}^{1}(\Omega)$. Moreover, the unique solution $(\mathbf{M}, u)$ of (31)-(32) is given by $\mathbf{M}:=p \mathbf{I}+\mathbf{M}_{0}$ and $u$ for the unique solution ( $p, \mathbf{M}_{0}, u$ ) of (35)-(37).

If $\Omega$ is additionally topologically trivial, then by Theorem 3.12 or Theorem 3.23

$$
\mathcal{H}_{\mathbb{S}}(\operatorname{divDiv} 0, \Omega)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)=\operatorname{symCurl}\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)\right)
$$

and we obtain the following result.

Theorem 4.4: Let $\Omega$ be additionally topologically trivial. The variational problem (31)-(32) is equivalent to the following well-posed and uniquely solvable variational problem. For $f \in \mathrm{H}^{-1}(\Omega)$ find $p \in \dot{\mathrm{H}}^{1}(\Omega), \mathrm{E} \in \mathcal{H}_{\mathbb{T}}($ symCurl,$\Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$, and $u \in \dot{\mathrm{H}}^{1}(\Omega)$ such that

$$
\begin{equation*}
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathbf{L}^{2}(\Omega)}+\langle\operatorname{tr} \operatorname{symCurl} \mathbf{E}, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}+3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=0, \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{sym} C u r l \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathrm{L}^{2}(\Omega)}=0, \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
\langle\operatorname{grad} p, \operatorname{grad} \psi\rangle_{\mathbf{L}^{2}(\Omega)}=-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)} \tag{40}
\end{equation*}
$$

for all $\psi \in \dot{\mathrm{H}}^{1}(\Omega), \Phi \in \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \cap \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$, and $\varphi \in \dot{\mathrm{H}}^{1}(\Omega)$. Moreover, the unique solution $(\mathbf{M}, u)$ of $(31)-(32)$ is given by $\mathbf{M}:=p \mathbf{I}+\operatorname{symCurl} \mathbf{E}$ and $u$ for the unique solution $(p, \mathbf{E}, u)$ of (38)-(40).

Note that, e.g. $\langle\operatorname{tr} \operatorname{symCurl} \mathbf{E}, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=\langle\operatorname{symCurl} \mathbf{E}, \varphi \mathbf{I}\rangle_{\mathcal{L}^{2}(\Omega)}$ and $3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=\langle p \mathbf{I}, \varphi \mathbf{I}\rangle_{\mathcal{L}^{2}(\Omega)}$.

Proof: (31)-(32) is equivalent to (35)-(37) and hence also to (38)-(40), if the latter system is wellposed. By Theorem 3.12 or Theorem 3.23 the bilinear form $\langle\text { symCurl } \cdot \text {, symCurl } \cdot\rangle_{\mathcal{L}^{2}(\Omega)}$ is coercive over $\mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) $\cap \mathcal{\mathcal { H }}_{\mathbb{T}}$ (Div $0, \Omega$ ), which shows the consecutive unique solvability of (38)-(40).

The three problems in the previous theorem are weak formulations of the following three secondorder problems in strong form. A Dirichlet-Poisson problem for the auxiliary scalar function $p$

$$
\Delta p=f \quad \text { in } \Omega, \quad p=0 \quad \text { on } \Gamma
$$

a second-order Neumann type Curl symCurl -Div-system for the auxiliary tensor field E

$$
\begin{aligned}
\operatorname{tr} \mathbf{E}=0, & \text { Curl symCurl } \mathbf{E}=-\operatorname{Curl}(p \mathbf{I})=\operatorname{spn} \operatorname{grad} p, & \operatorname{Div} \mathbf{E}=0 \quad \text { in } \Omega, \\
& \mathbf{n} \times \operatorname{symCurl} \mathbf{E}=-\mathbf{n} \times p \mathbf{I}=p \operatorname{spn} \mathbf{n}=0, & \mathbf{E} \mathbf{n}=0 \quad \text { on } \Gamma,
\end{aligned}
$$

and, finally, a Dirichlet-Poisson problem for the original scalar function $u$

$$
\Delta u=3 p+\operatorname{tr} \operatorname{symCurl} \mathbf{E}=\operatorname{tr}(p \mathbf{I}+\operatorname{symCurl} \mathbf{E}) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \Gamma .
$$

In other words, the system (38)-(40) has triangular structure

$$
\left[\begin{array}{ccc}
3 & \operatorname{tr~symCurl}_{\mathbb{T}} & -\grave{\circ} \\
\operatorname{Curl}_{\mathbb{S}}^{\circ}(\cdot \mathbf{I}) & \operatorname{Curl}_{\mathbb{S} \operatorname{symCurl}_{\mathbb{T}}} & 0 \\
-\Delta & 0 & 0
\end{array}\right]\left[\begin{array}{c}
p \\
\mathbf{E} \\
u
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-f
\end{array}\right]
$$

with $\left(\operatorname{tr} \operatorname{symCurl}_{\mathbb{T}}\right)^{*}=\operatorname{Curl}_{\mathbb{S}}(\cdot \mathbf{I})$ and $\stackrel{\circ}{\Delta}=\operatorname{div}$ grad. Indeed, $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ with

$$
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathrm{L}^{2}(\Omega)}=0
$$

for all $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \stackrel{\circ}{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ is equivalent to $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ and

$$
\begin{equation*}
\langle\operatorname{symCurl} \mathbf{E}+p \mathbf{I}, \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}=0 \tag{41}
\end{equation*}
$$

for all $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)$ as by Theorem 3.12

$$
\begin{equation*}
\operatorname{symCurl}\left(\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)\right)=\operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \tag{42}
\end{equation*}
$$

Now (41) shows that

$$
\operatorname{symCurl} \mathbf{E}+p \mathbf{I} \in R\left(\operatorname{symCurl}_{\mathbb{T}}\right)^{\perp^{2}(\Omega)}=N\left(\operatorname{symCur}_{\mathbb{T}}^{*}\right)=N\left(\operatorname{Curl}_{\mathbb{S}}^{\circ}\right)=\mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl} 0, \Omega)
$$

especially $\operatorname{Curl}(\operatorname{symCurl} \mathbf{E}+p \mathbf{I})=0$ in $\Omega$ and $\mathbf{n} \times(\operatorname{symCurl} \mathbf{E}+p \mathbf{I})=0$ on $\Gamma$.
Finally, we want to get rid of the complicated space $\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ in the variational formulation in Theorem 4.4. For a given $p \in \stackrel{\circ}{\mathrm{H}}^{1}(\Omega)$ the part (39) of (38)-(40), i.e. find a tensor field $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ such that

$$
\begin{equation*}
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{L^{2}(\Omega)}=0 \tag{43}
\end{equation*}
$$

for all $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$, has also a saddle point structure. By Theorem 3.12 we have (42) as well as

$$
\begin{aligned}
& \dot{\mathcal{H}}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)=N\left(\operatorname{Div}_{\mathbb{T}}\right)=R\left(\operatorname{Div}_{\mathbb{T}}^{\circ}\right)^{\perp} \mathcal{L}_{\mathbb{T}}^{2}(\Omega) \\
& =\left(\operatorname{devGrad}\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp}{ }_{\mathbf{L}^{2}(\Omega)}\right)\right)^{\perp}{ }^{\mathcal{L}_{\mathbb{T}}^{2}(\Omega)}
\end{aligned}
$$

Hence (43) is equivalent to find $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) such that

$$
\begin{equation*}
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathrm{L}^{2}(\Omega)}=0 \tag{44}
\end{equation*}
$$

$$
\begin{equation*}
\langle\mathbf{E}, \operatorname{devGrad} \boldsymbol{\theta}\rangle_{\mathcal{L}^{2}(\Omega)}=0 \tag{45}
\end{equation*}
$$

for all $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)$ and $\boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)$. Observe that

$$
(\mathbf{E}, \mathbf{v}):=(\mathbf{E}, 0) \in \mathcal{H}_{\mathbb{T}}(\text { symCurl, } \Omega) \times\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}\right)
$$

solves the modified variational system

$$
\begin{gather*}
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle\boldsymbol{\Phi}, \operatorname{devGrad} \mathbf{v}\rangle_{\mathcal{L}^{2}(\Omega)}=-\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathrm{L}^{2}(\Omega)},  \tag{46}\\
\langle\mathbf{E}, \operatorname{devGrad} \boldsymbol{\theta}\rangle_{\mathcal{L}^{2}(\Omega)}=0 \tag{47}
\end{gather*}
$$

for all $\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) and $\boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}$. On the other hand, any solution

$$
(\mathbf{E}, \mathbf{v}) \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega) \times\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp \mathrm{L}^{2}(\Omega)}\right)
$$

of (46)-(47) satisfies $\mathbf{v}=0$, as (46) tested with

$$
\boldsymbol{\Phi}:=\operatorname{devGrad} \mathbf{v} \in \operatorname{devGrad} \mathbf{H}^{1}(\Omega)=\mathcal{H}_{\mathbb{T}}(\operatorname{symCurl} 0, \Omega)
$$

shows devGrad $\mathbf{v}=0$ and thus $\mathbf{v} \in R T_{0}$ by Lemma 3.2, yielding $\mathbf{v}=0$. Note that (46)-(47) has the saddle point structure

$$
\left[\begin{array}{cc}
\operatorname{Curl}_{\mathbb{S} \operatorname{SymCurl}_{\mathbb{T}}}^{\circ} & \operatorname{devGrad} \\
-\operatorname{Div}_{\mathbb{T}} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{E} \\
\mathbf{v}
\end{array}\right]=\left[\begin{array}{c}
-\operatorname{Cur}_{\mathbb{S}}(v \mathbf{I}) \\
0
\end{array}\right], \quad(\operatorname{devGrad})^{*}=-\mathrm{Div}_{\mathbb{T}}
$$

We obtain the following final result.
Theorem 4.5: Let $\Omega$ be additionally topologically trivial. The variational problem (38)-(40) is equivalent to the following well-posed and uniquely solvable variational system. For $f \in \mathrm{H}^{-1}(\Omega)$ find $p \in$ $\stackrel{\circ}{\mathrm{H}}^{1}(\Omega), \mathbf{E} \in \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega), \mathbf{v} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\mathrm{L}^{2}(\Omega)}$, and $u \in \dot{\mathrm{H}}^{1}(\Omega)$ such that

$$
\begin{equation*}
\langle\operatorname{grad} u, \operatorname{grad} \varphi\rangle_{\mathbf{L}^{2}(\Omega)}+\langle\operatorname{tr} \operatorname{symCurl} \mathbf{E}, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}+3\langle p, \varphi\rangle_{\mathrm{L}^{2}(\Omega)}=0, \tag{48}
\end{equation*}
$$

$$
\begin{gather*}
\langle\operatorname{symCurl} \mathbf{E}, \operatorname{sym} \operatorname{Curl} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle\boldsymbol{\Phi}, \operatorname{devGrad} \mathbf{v}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle p, \operatorname{tr} \operatorname{symCurl} \boldsymbol{\Phi}\rangle_{\mathrm{L}^{2}(\Omega)}=0,  \tag{49}\\
\langle\mathbf{E}, \operatorname{devGrad} \boldsymbol{\theta}\rangle_{\mathcal{L}^{2}(\Omega)}=0,  \tag{50}\\
\langle\operatorname{grad} p, \operatorname{grad} \psi\rangle_{\mathbf{L}^{2}(\Omega)}=-\langle f, \psi\rangle_{\mathrm{H}^{-1}(\Omega)} \tag{51}
\end{gather*}
$$

for all $\psi \in \dot{\mathrm{H}}^{1}(\Omega), \boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\left.\Omega\right), \boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp} \mathrm{L}^{2}(\Omega)$, and $\varphi \in \stackrel{\mathrm{H}}{ }^{1}(\Omega)$. Moreover, the unique solution ( $p, \mathbf{E}, \mathbf{v}, u$ ) of (48)-(51) satisfies $\mathbf{v}=0$ and ( $p, \mathbf{E}, u$ ) is the unique solution of (38)-(40).

Note that the system (48)-(51) has the block triangular saddle point structure
with $\left(\operatorname{tr} \operatorname{symCurl}_{\mathbb{T}}\right)^{*}=\operatorname{Curl}_{\mathbb{S}}(\cdot \mathbf{I})$ and $(\operatorname{devGrad})^{*}=-\operatorname{Div}_{\mathbb{T}}$.

Proof: We only have to show well-posedness of the partial system (49)-(50). First note that by Theorem 3.12 the bilinear form $\langle\text { symCurl } \cdot \text {, symCurl } \cdot\rangle_{\mathcal{L}^{2}(\Omega)}$ is coercive over $\mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \cap$ $\mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$, which equals the kernel of (50). Indeed it follows from (50) that

$$
\mathbf{E} \in\left(\operatorname{devGrad}\left(\mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp} \mathrm{L}^{\left.\mathrm{L}^{( } \Omega\right)}\right)\right)^{\perp} \mathcal{\mathcal { C }}_{\mathbb{T}}^{2}(\Omega)=\mathcal{\mathcal { H }}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)
$$

Moreover, the inf-sup-condition is satisfied as by picking for fixed $0 \neq \boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega) \cap \mathrm{RT}_{0}^{\perp}{ }^{\mathrm{L}^{2}(\Omega)}$ the tensor $\boldsymbol{\Phi}:=\operatorname{devGrad} \boldsymbol{\theta} \in \operatorname{devGrad} \mathbf{H}^{1}(\Omega)=\mathcal{H}_{\mathbb{T}}($ symCurl $0, \Omega)$ we have

$$
\inf _{\substack{0 \neq \boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega), \boldsymbol{\theta} \perp_{\mathrm{L}^{2}(\Omega)} \mathrm{RT}_{0},}}^{\sup _{\boldsymbol{\Phi} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCur}, \Omega)}} \frac{\langle\boldsymbol{\Phi}, \operatorname{devGrad} \boldsymbol{\theta}\rangle\rangle_{\mathcal{L}^{2}(\Omega)}}{|\boldsymbol{\Phi}|_{\mathcal{H}_{\mathbb{T}}(\operatorname{sym} \operatorname{Curl}, \Omega)}|\boldsymbol{\theta}|_{\mathbf{H}^{1}(\Omega)}} \geq \inf _{\substack{0 \neq \boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega), \boldsymbol{\theta} \perp_{\mathrm{L}^{2}(\Omega)} \mathrm{RT}_{0}}} \frac{|\operatorname{devGrad} \boldsymbol{\theta}|_{\mathcal{L}^{2}(\Omega)}}{|\boldsymbol{\theta}|_{\mathbf{H}^{1}(\Omega)}} \geq \frac{1}{c}
$$

by Lemma 3.2 (iv).
Remark 4.6: The corresponding result for the two-dimensional case is completely analogous with the exception that the tensor potential $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}($ symCurl, $\Omega) \cap \mathcal{H}_{\mathbb{T}}(\operatorname{Div} 0, \Omega)$ is to be replaced by a much simpler vector potential $\mathbf{w} \in \mathbf{H}^{1}(\Omega)$. Furthermore, observe that

$$
\langle\text { symCurl } \mathbf{w}, \operatorname{symCurl} \boldsymbol{\theta}\rangle_{\mathcal{L}^{2}(\Omega)}=\left\langle\operatorname{symGrad}^{\perp} \mathbf{w}, \operatorname{symGrad}^{\perp} \boldsymbol{\theta}\right\rangle_{\mathcal{L}^{2}(\Omega)}
$$

holds for vector fields $\mathbf{w}, \boldsymbol{\theta} \in \mathbf{H}^{1}(\Omega)$. Here the superscript $\perp$ denotes the rotation of a vector field by $90^{\circ}$. Note that the complicated second-order Neumann type Curl symCurl-Div-system for the auxiliary tensor field $\mathbf{E}$ is replaced in 2D by a much simpler Neumann linear elasticity problem, where the standard Sobolev space $\mathbf{H}^{1}(\Omega)$ resp. $\mathbf{H}^{1}(\Omega) \cap \mathrm{RM}^{\perp^{2}(\Omega)}$ can be used. Here RM denotes the space of rigid motions. This yields the decomposition result in [1] for the two-dimensional case, which was shortly mentioned in the introduction.

## Notes

1. $\Gamma$ is locally a graph of a Lipschitz function.
2. Note $\operatorname{Curl} \mathbf{M}=\operatorname{dev} \operatorname{Curl} \mathbf{M}$ for $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$ and thus for all $\mathbf{M} \in \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl}, \Omega) \cap \operatorname{symCurl} \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)$

$$
|\mathbf{M}|_{\mathcal{L}^{2}(\Omega)} \leq c_{\mathrm{R}}|\operatorname{Curl} \mathbf{M}|_{\mathcal{L}^{2}(\Omega)}=c_{\mathrm{R}}|\operatorname{dev} \operatorname{Curl} \mathbf{M}|_{\mathcal{L}^{2}(\Omega)}
$$
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## Appendix. Proofs of some useful identities

Note that for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^{3}$ and $\mathbf{A} \in \mathbb{R}^{3 \times 3}$

$$
\text { spn } \mathbf{a}: \operatorname{spn} \mathbf{b}=2 \mathbf{a} \cdot \mathbf{b}, \quad \text { skw } \mathbf{A}=\frac{1}{2} \operatorname{spn}\left[\begin{array}{l}
\mathbf{A}_{32}-\mathbf{A}_{23}  \tag{A1}\\
\mathbf{A}_{13}-\mathbf{A}_{31} \\
\mathbf{A}_{21}-\mathbf{A}_{12}
\end{array}\right]
$$

hold and hence for skew-symmetric $\mathbf{A}$

$$
\begin{equation*}
\operatorname{spn} \mathbf{a}: A=\operatorname{spn} \mathbf{a}: \operatorname{spn} \operatorname{spn}^{-1} \mathbf{A}=2 \mathbf{a} \cdot \operatorname{spn}^{-1} \mathbf{A} \tag{A2}
\end{equation*}
$$

i.e. $\mathrm{spn}^{*}=2 \mathrm{spn}^{-1}$. Moreover, we have for two matrices $\mathbf{A}, \mathbf{B}$

$$
\mathbf{A}^{\top}: \mathbf{B}=\operatorname{tr}(\mathbf{A B})=\operatorname{tr}(\mathbf{B A})=\mathbf{B}^{\top}: \mathbf{A}=\mathbf{A}: \mathbf{B}^{\top}
$$

The assertions of Lemma 3.4 and 3.9 are contained in the assertions of the following lemma.

Lemma A.1: For smooth functions, vector fields and tensor fields we have
(i) skw Gradgrad $u=0$,
(ii) $\operatorname{div} \operatorname{Div} \mathbf{M}=0$, if $\mathbf{M}$ is skew-symmetric,
(iii) $\operatorname{Curl}(u \mathbf{I})=-\operatorname{spn} \operatorname{grad} u$,
(iv) $\operatorname{tr} \operatorname{Curl} \mathbf{M}=2 \operatorname{div}\left(\mathrm{spn}^{-1}\right.$ skw $\left.\mathbf{M}\right)$, especially $\operatorname{tr} \operatorname{Curl} \mathbf{M}=0$, if $\mathbf{M}$ is symmetric,
(v) $\operatorname{Div}(u \mathbf{I})=\operatorname{grad} u$,
(vi) $\operatorname{tr} \operatorname{Grad} \mathbf{v}=\operatorname{div} \mathbf{v}$,
(vii) $\operatorname{Div}(\operatorname{spn} \mathbf{v})=-$ curl $\mathbf{v}$, especially $\operatorname{Div}(\operatorname{skw} \mathbf{M})=-\operatorname{curl} \mathbf{v}$ for $\mathbf{v}=\operatorname{spn}^{-1} \operatorname{skw} \mathbf{M}$,
(viii) $\operatorname{Curl}(\operatorname{spn} \mathbf{v})=(\operatorname{div} \mathbf{v}) \mathbf{I}-(\operatorname{Grad} \mathbf{v})^{\top}$, especially Curl skw $\mathbf{M}=(\operatorname{div} \mathbf{v}) \mathbf{I}-(\operatorname{Grad} \mathbf{v})^{\top}$ for $\mathbf{v}=\operatorname{spn}^{-1}$ skw $\mathbf{M}$,
(ix) $\operatorname{skw} \operatorname{Grad} \mathbf{v}=\frac{1}{2} \operatorname{spn} \operatorname{curl} \mathbf{v}$ and $\operatorname{Curl}(\operatorname{sym} \operatorname{Grad} \mathbf{v})=-\operatorname{Curl}(\operatorname{skw} \operatorname{Grad} \mathbf{v})=-\frac{1}{2} \operatorname{Curl}(\operatorname{spn} \operatorname{curl} \mathbf{v})$,
(x) $\quad \operatorname{skw} \operatorname{Curl} \mathbf{M}=\operatorname{spn} \mathbf{v}$ and $\operatorname{Div}(\operatorname{symCurl} \mathbf{M})=-\operatorname{Div}(\operatorname{skw} \operatorname{Curl} \mathbf{M})=\operatorname{curl} \mathbf{v}$ with $\mathbf{v}=\frac{1}{2}\left(\operatorname{Div} \mathbf{M}^{\top}-\operatorname{grad}(\operatorname{tr} \mathbf{M})\right)$, especially $\operatorname{Div}(\operatorname{symCurl} \mathbf{M})=-\operatorname{Div}(\operatorname{skw} \operatorname{Curl} \mathbf{M})=\frac{1}{2} \operatorname{curl} \operatorname{Div} \mathbf{M}^{\top}$, if $\operatorname{tr} \mathbf{M}=0$,
(xi) $\operatorname{grad} \operatorname{div} \mathbf{v}=\frac{3}{2} \operatorname{Div} \operatorname{dev}(\operatorname{Grad} \mathbf{v})^{\top}$.

These formulas hold for distributions as well.
Proof: (i)-(ix) and the first identity in (x) follow by elementary calculations. For the second identity in (x) observe that $0=\operatorname{Div} \operatorname{Curl} \mathbf{M}=\operatorname{Div}(\operatorname{symCurl} \mathbf{M})+\operatorname{Div}(\operatorname{skw} \operatorname{Curl} \mathbf{M})$ for $\mathbf{M} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{3}\right)$ and hence, using the first identity in (x) and (vii), we obtain

$$
\operatorname{Div}(\operatorname{symCurl} \mathbf{M})=-\operatorname{Div}(\operatorname{skw} \operatorname{Curl} \mathbf{M})=-\operatorname{Div}(\operatorname{spn} \mathbf{v})=\operatorname{curl} \mathbf{v}
$$

To see (xi) we compute

$$
\begin{aligned}
0 & =\operatorname{Div} \operatorname{Curl} \operatorname{spn} \mathbf{v}=\operatorname{Div}((\operatorname{div} \mathbf{v}) \mathbf{I})-\operatorname{Div}(\operatorname{Grad} \mathbf{v})^{\top} \\
& =\operatorname{Div}((\operatorname{div} \mathbf{v}) \mathbf{I})-\operatorname{Div} \operatorname{dev}(\operatorname{Grad} \mathbf{v})^{\top}-\frac{1}{3} \operatorname{Div}\left(\left(\operatorname{tr}(\operatorname{Grad} \mathbf{v})^{\top}\right) \mathbf{I}\right) \\
& =\frac{2}{3} \operatorname{Div}((\operatorname{div} \mathbf{v}) \mathbf{I})-\operatorname{Div} \operatorname{dev}(\operatorname{Grad} \mathbf{v})^{\top}=\frac{2}{3} \operatorname{grad} \operatorname{div} \mathbf{v}-\operatorname{Div} \operatorname{dev}(\operatorname{Grad} \mathbf{v})^{\top} .
\end{aligned}
$$

Therefore, the stated formulas hold in the smooth case. By density these formulas extend to $u, \mathbf{v}$, and $\mathbf{M}$ in respective Sobolev spaces. Let us give proofs for distributions as well. For this, let $m \in \mathbb{N}_{0}$ and $u \in \mathbf{H}^{-m}(\Omega), \mathbf{v} \in \mathbf{H}^{-m}(\Omega), \mathbf{M} \in$ $\mathcal{H}^{-m}(\Omega)$ and $\varphi \in \stackrel{\circ}{C}^{\infty}(\Omega), \boldsymbol{\theta} \in \dot{C}^{\infty}(\Omega)$, and $\boldsymbol{\Phi} \in \stackrel{\circ}{\mathcal{C}}^{\infty}(\Omega)$. By

$$
\left\langle u, \partial_{i} \partial_{j} \varphi\right\rangle_{\mathrm{H}^{-m}(\Omega)}=\left\langle u, \partial_{j} \partial_{i} \varphi\right\rangle_{\mathrm{H}^{-m}(\Omega)}, \quad \text { or(with(ii)) } \quad\langle u, \operatorname{divDiv} \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathrm{H}^{-m}(\Omega)}=0
$$

we see that Gradgrad $u \in \mathrm{H}^{-m-2}(\Omega)$ is symmetric and hence (i). Note that we observe formally (skw Gradgrad)* $=$ divDiv skw. If $\mathbf{M}$ is skew-symmetric we have $\langle\mathbf{M}, \operatorname{Gradgrad} \varphi\rangle_{\mathcal{H}^{-m}(\Omega)}=0$, i.e. (ii). We compute with (iv)

$$
\begin{aligned}
\langle u \mathbf{I}, \operatorname{Curl} \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m}(\Omega)} & =\langle u, \operatorname{tr}(\operatorname{Curl} \boldsymbol{\Phi})\rangle_{\mathrm{H}^{-m}(\Omega)}=2\left\langle u, \operatorname{div}\left(\operatorname{spn}^{-1} \operatorname{skw} \boldsymbol{\Phi}\right)\right\rangle_{\mathrm{H}^{-m}(\Omega)} \\
& =-\langle\operatorname{spn} \operatorname{grad} u, \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m-1}(\Omega)}=-\langle\operatorname{spn} \operatorname{grad} u, \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m-1}(\Omega)}
\end{aligned}
$$

showing (iii). Formally, (tr Curl)* $=\operatorname{Curl}(\cdot \mathbf{I})$. Hence by (iii)

$$
\begin{aligned}
\langle\mathbf{M}, \operatorname{Curl}(\varphi \mathbf{I})\rangle_{\mathcal{H}^{-m}(\Omega)} & =-\langle\mathbf{M}, \operatorname{spn} \operatorname{grad} \varphi\rangle_{\mathcal{H}^{-m}(\Omega)}=-\langle\operatorname{skw} \mathbf{M}, \operatorname{spn} \operatorname{grad} \varphi\rangle_{\mathcal{H}^{-m}(\Omega)} \\
& =-2\left\langle\operatorname{spn}^{-1} \operatorname{skw} \mathbf{M}, \operatorname{grad} \varphi\right\rangle_{\mathbf{H}^{-m}(\Omega)}=2\left\langle\operatorname{div} \operatorname{spn}^{-1} \operatorname{skw} \mathbf{M}, \varphi\right\rangle_{\mathbf{H}^{-m-1}(\Omega)}
\end{aligned}
$$

yielding (iv). (v) follows by

$$
-\langle u \mathbf{I}, \operatorname{Grad} \boldsymbol{\theta}\rangle_{\mathcal{H}^{-m}(\Omega)}=-\langle u, \operatorname{tr}(\operatorname{Grad} \boldsymbol{\theta})\rangle_{\mathrm{H}^{-m}(\Omega)}=-\langle u, \operatorname{div} \boldsymbol{\theta}\rangle_{\mathrm{H}^{-m}(\Omega)} .
$$

Formally, $(\operatorname{tr} \mathrm{Grad})^{*}=-\operatorname{Div}(\cdot \mathbf{I})$. Thus by (v)

$$
-\langle\mathbf{v}, \operatorname{Div}(\varphi \mathbf{I})\rangle_{\mathbf{H}^{-m}(\Omega)}=-\langle\mathbf{v}, \operatorname{grad} \varphi\rangle_{\mathbf{H}^{-m}(\Omega)}=\langle\operatorname{div} \mathbf{v}, \varphi\rangle_{\mathbf{H}^{-m-1}(\Omega)},
$$

yielding (vi). We have the formal adjoint (Div spn)* $=(\text { Div skw spn) })^{*}=-2 \mathrm{spn}^{-1}$ skw Grad, and by the formula 2 skw $\operatorname{Grad} \boldsymbol{\theta}=\operatorname{spn} \operatorname{curl} \boldsymbol{\theta}$ from (ix), we obtain (vii), i.e.

$$
-2\left\langle\mathbf{v}, \mathrm{spn}^{-1} \operatorname{skw} \operatorname{Grad} \boldsymbol{\theta}\right\rangle_{\mathbf{H}^{-m}(\Omega)}=-\langle\mathbf{v}, \operatorname{curl} \boldsymbol{\theta}\rangle_{\mathbf{H}^{-m}(\Omega)} .
$$

Using the formal adjoint (Curl spn)* $=2 \mathrm{spn}^{-1}$ skw Curl we calculate with (x)

$$
2\left\langle\mathbf{v}, \operatorname{spn}^{-1} \operatorname{skw} \operatorname{Curl} \boldsymbol{\Phi}\right\rangle_{\mathbf{H}^{-m}(\Omega)}=\left\langle\mathbf{v}, \operatorname{Div} \boldsymbol{\Phi}^{\top}-\operatorname{grad}(\operatorname{tr} \boldsymbol{\Phi})\right\rangle_{\mathbf{H}^{-m}(\Omega)}
$$

$$
=-\left\langle\operatorname{Grad} \mathbf{v}, \boldsymbol{\Phi}^{\top}\right\rangle_{\mathcal{H}^{-m-1}(\Omega)}+\langle\operatorname{div} \mathbf{v}, \operatorname{tr} \boldsymbol{\Phi}\rangle_{\mathrm{H}^{-m-1}(\Omega)},
$$

i.e. (viii) holds. Formally (skw Grad) ${ }^{*}=-$ Div skw. Using (vii) we see

$$
-\langle\mathbf{v}, \text { Div skw } \boldsymbol{\Phi}\rangle_{\mathbf{H}^{-m}(\Omega)}=\left\langle\mathbf{v}, \text { curl spn }{ }^{-1} \text { skw } \boldsymbol{\Phi}\right\rangle_{\mathbf{H}^{-m}(\Omega)}=\frac{1}{2}\langle\text { spn curl } \mathbf{v}, \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m-1}(\Omega)},
$$

which proves (ix). We compute by (viii)

$$
\begin{aligned}
\langle\mathbf{M}, \operatorname{Curl} \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m}(\Omega)} & =\left\langle\operatorname{tr} \mathbf{M}, \operatorname{div}\left(\operatorname{spn}^{-1} \operatorname{skw} \boldsymbol{\Phi}\right)\right\rangle_{\mathbf{H}^{-m}(\Omega)}-\left\langle\mathbf{M}^{\top}, \operatorname{Grad}\left(\operatorname{spn}^{-1} \operatorname{skw} \boldsymbol{\Phi}\right)\right\rangle_{\mathcal{H}^{-m}(\Omega)} \\
& =-\left\langle\operatorname{grad}(\operatorname{tr} \mathbf{M}), \operatorname{spn}^{-1} \operatorname{skw} \boldsymbol{\Phi}\right\rangle_{\mathbf{H}^{-m-1}(\Omega)}+\left\langle\operatorname{Div}^{\top}, \operatorname{spn}^{-1} \operatorname{skw} \boldsymbol{\Phi}\right\rangle_{\mathbf{H}^{-m-1}(\Omega)} \\
& =-\frac{1}{2}\langle\operatorname{spn}(\operatorname{grad} \operatorname{tr} \mathbf{M}), \operatorname{skw} \boldsymbol{\Phi}\rangle_{\mathcal{H}^{-m-1}(\Omega)}+\frac{1}{2}\left\langle\operatorname{spn} \operatorname{Div} \mathbf{M}^{\top}, \operatorname{skw} \boldsymbol{\Phi}\right\rangle_{\mathcal{H}^{-m-1}(\Omega)}
\end{aligned}
$$

showing the first formula in ( x ) and the second one follows by Div Curl $=0$ and (vii). To prove (xi) we observe

$$
\left\langle\mathbf{v}, \operatorname{Div}(\operatorname{dev} \operatorname{Grad} \boldsymbol{\theta})^{\top}\right\rangle_{\mathbf{H}^{-m}(\Omega)}=\left\langle\mathbf{v}, \operatorname{Div} \operatorname{dev}(\operatorname{Grad} \boldsymbol{\theta})^{\top}\right\rangle_{\mathbf{H}^{-m}(\Omega)}=\frac{2}{3}\langle\mathbf{v}, \operatorname{grad} \operatorname{div} \boldsymbol{\theta}\rangle_{\mathbf{H}^{-m}(\Omega)},
$$

completing the proof.
Proof of Lemma 3.20: For $\mathbf{M} \in \mathcal{\mathcal { H }}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$ there exists a sequence $\left(\boldsymbol{\Phi}_{n}\right) \subset \dot{\mathcal{C}}^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ with $\boldsymbol{\Phi}_{n} \rightarrow \mathbf{M}$ in $\mathcal{H}(\mathrm{Curl}, \Omega)$. But then $\left(\varphi \boldsymbol{\Phi}_{n}\right) \subset \stackrel{\mathcal{C}}{ }^{\infty}(\Omega) \cap \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ with $\varphi \boldsymbol{\Phi}_{n} \rightarrow \varphi \mathbf{M}$ in $\mathcal{H}(\mathrm{Curl}, \Omega)$, proving $\varphi \mathbf{M} \in \dot{\mathcal{H}}_{\mathbb{S}}(\mathrm{Curl}, \Omega)$, as we have $\operatorname{Curl}\left(\varphi \boldsymbol{\Phi}_{n}\right)=\varphi \operatorname{Curl} \boldsymbol{\Phi}_{n}+\operatorname{grad} \varphi \times \boldsymbol{\Phi}_{n}$. This formula also shows for $\boldsymbol{\Psi} \in \dot{\mathcal{C}}^{\infty}(\Omega)$ (note that $\left.\varphi \boldsymbol{\Psi} \in \dot{\mathcal{C}}^{\infty}(\Omega)\right)$

$$
\begin{align*}
\langle\varphi \mathbf{M}, \operatorname{Curl} \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)} & =\langle\mathbf{M}, \varphi \operatorname{Curl} \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\mathbf{M}, \operatorname{Curl}(\varphi \boldsymbol{\Psi})\rangle_{\mathcal{L}^{2}(\Omega)}-\langle\mathbf{M}, \operatorname{grad} \varphi \times \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}  \tag{A3}\\
& =\langle\operatorname{Curl} \mathbf{M}, \varphi \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle\operatorname{grad} \varphi \times \mathbf{M}, \boldsymbol{\Psi}\rangle_{\mathcal{L}^{2}(\Omega)}
\end{align*}
$$

and thus $\operatorname{Curl}(\varphi \mathbf{M})=\varphi \operatorname{Curl} \mathbf{M}+\operatorname{grad} \varphi \times \mathbf{M}$. Analogously we prove the other cases of (i). Similarly we show (iii) using the formula $\operatorname{Div}\left(\varphi \boldsymbol{\Phi}_{n}\right)=\varphi \operatorname{Div} \boldsymbol{\Phi}_{n}+\operatorname{grad} \varphi \cdot \boldsymbol{\Phi}_{n}$. To show (ii), let $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{Curl}, \Omega)$. Then $\varphi \mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ and (A.3) shows $\varphi \mathbf{M} \in \mathcal{H}_{\mathbb{S}}$ (Curl, $\Omega$ ) with the desired formula. Analogously the other cases of (ii) follow. Similarly we prove (iv). Let $\mathbf{E} \in \mathcal{H}_{\mathbb{T}}$ (symCurl, $\Omega$ ) and $\boldsymbol{\Phi} \in \stackrel{\circ}{\mathcal{C}}^{\infty}(\Omega)$. Then $\varphi \mathbf{E} \in \mathcal{L}_{\mathbb{T}}^{2}(\Omega)$ and with $\varphi \boldsymbol{\Phi} \in \stackrel{\mathcal{C}}{ }^{\infty}$ ( $\Omega$ ) we get

$$
\begin{aligned}
\langle\varphi \mathbf{E}, \operatorname{Curl} \operatorname{sym} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)} & =\langle\mathbf{E}, \varphi \operatorname{Curl} \operatorname{sym} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\mathbf{E}, \operatorname{Curl} \operatorname{sym}(\varphi \boldsymbol{\Phi})\rangle_{\mathcal{L}^{2}(\Omega)}-\langle\mathbf{E}, \operatorname{grad} \varphi \times \operatorname{sym} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)} \\
& =\langle\operatorname{symCurl} \mathbf{E}, \varphi \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}+\langle\operatorname{grad} \varphi \times \mathbf{E}, \operatorname{sym} \boldsymbol{\Phi}\rangle_{\mathcal{L}^{2}(\Omega)}
\end{aligned}
$$

which shows $\varphi \mathbf{E} \in \mathcal{H}_{\mathbb{T}}(\operatorname{symCurl}, \Omega)$ and $\operatorname{symCurl}(\varphi \mathbf{E})=\varphi \operatorname{symCurl} \mathbf{E}+\operatorname{sym}(\operatorname{grad} \varphi \times \mathbf{E})$ and hence (v). To prove (vi), let $\mathbf{M} \in \mathcal{H}_{\mathbb{S}}(\operatorname{divDiv}, \Omega)$ and $\phi \in \dot{C}^{\infty}(\Omega)$. Then $\varphi \mathbf{M} \in \mathcal{L}_{\mathbb{S}}^{2}(\Omega)$ and we compute by

$$
\begin{aligned}
\operatorname{Gradgrad}(\varphi \phi) & =\varphi \operatorname{Gradgrad} \phi+\phi \operatorname{Gradgrad} \varphi+2 \operatorname{sym}\left((\operatorname{grad} \varphi)(\operatorname{grad} \phi)^{\top}\right), \\
(\operatorname{grad} \varphi)(\operatorname{grad} \phi)^{\top} & =\operatorname{Grad}(\phi \operatorname{grad} \varphi)-\phi \operatorname{Gradgrad} \varphi
\end{aligned}
$$

the identity

$$
\operatorname{Gradgrad}(\varphi \phi)=\varphi \operatorname{Gradgrad} \phi-\phi \operatorname{Gradgrad} \varphi+2 \operatorname{sym} \operatorname{Grad}(\phi \operatorname{grad} \varphi) .
$$

Finally with $\varphi \phi \in \stackrel{\circ}{C}^{\infty}(\Omega)$ we get

$$
\begin{aligned}
& \langle\varphi \mathbf{M}, \operatorname{Gradgrad} \phi\rangle_{\mathcal{L}^{2}(\Omega)}=\langle\mathbf{M}, \varphi \operatorname{Gradgrad} \phi\rangle_{\mathcal{L}^{2}(\Omega)} \\
& \quad=\langle\mathbf{M}, \operatorname{Gradgrad}(\varphi \phi)\rangle_{\mathcal{L}^{2}(\Omega)}+\langle\mathbf{M}, \phi \operatorname{Gradgrad} \varphi\rangle_{\mathcal{L}^{2}(\Omega)}-2\langle\mathbf{M}, \operatorname{sym} \operatorname{Grad}(\phi \operatorname{grad} \varphi)\rangle_{\mathcal{L}^{2}(\Omega)} \\
& \quad=\langle\operatorname{divDiv} \mathbf{M}, \varphi \phi\rangle_{\mathrm{L}^{2}(\Omega)}+\langle\mathbf{M}: \operatorname{Gradgrad} \varphi, \phi\rangle_{\mathcal{L}^{2}(\Omega)}-2\langle\mathbf{M}, \operatorname{Grad}(\phi \operatorname{grad} \varphi)\rangle_{\mathcal{L}^{2}(\Omega)} \\
& \quad=\langle\varphi \operatorname{divDiv} \mathbf{M}, \phi\rangle_{\mathrm{L}^{2}(\Omega)}+\langle\operatorname{tr}(\mathbf{M} \operatorname{Gradgrad} \varphi), \phi\rangle_{\mathrm{L}^{2}(\Omega)}+2 \underbrace{\langle\operatorname{Div} \mathbf{M}, \phi \operatorname{grad} \varphi\rangle_{\mathbf{H}^{-1}(\Omega)}}_{=\langle\operatorname{Div} \mathbf{M} \cdot \operatorname{grad} \varphi, \phi\rangle_{\mathrm{H}^{-1}(\Omega)}},
\end{aligned}
$$

which shows (vi), i.e. $\varphi \mathbf{M} \in \mathcal{H}_{\mathbb{S}}^{0,-1}(\operatorname{divDiv}, \Omega)$ and

$$
\operatorname{div} \operatorname{Div}(\varphi \mathbf{M})=\varphi \operatorname{divDiv} \mathbf{M}+2 \operatorname{grad} \varphi \cdot \operatorname{Div} \mathbf{M}+\operatorname{tr}(\mathbf{M} \operatorname{Gradgrad} \varphi) \in \mathbf{H}^{-1}(\Omega)
$$

The proof is finished.
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