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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Introdu
tion

Key idea: exponential weight fun
tion t 7→ exp(−ρ t), ρ ∈ R,

generates a weighted L

2

-spa
e Hρ ,0 (R,X ) (inner produ
t 〈 · | · 〉ρ ,0,0,

norm: | · |ρ ,0,0), X a real Hilbert spa
e,

(ϕ ,ψ) 7→
∫

R

〈ϕ (t) |ψ (t)〉
H

exp(−2ρt)dt.

Time-di�erentiation ∂t as a 
losed operator in Hρ ,0 (R,X ) indu
ed
by

C̊

1

(R,H)⊆ Hρ ,0 (R,H)→ Hρ ,0 (R,H) ,

ϕ 7→ ϕ ′
.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Introdu
tion

Time-di�erentiation ∂t is a normal operator in Hρ ,0 (R,X )

∂t = sym(∂t)+ skew(∂t) =
1

2

(∂t +∂ ∗
t )+

1

2

(∂t −∂ ∗
t )

with sym(∂t) self-adjoint and , skew(∂t) skew-selfadjoint and

ommuting resolvents:

sym(∂t) = ρ .

For ρ ∈ R\{0}: 
ontinuous invertibility of ∂t. For ρ ∈]0,∞[ :

sym(∂t) = ρ > 0.

Rainer Pi
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t Friedri
hs Systems



Introdu
tion

Dynami
 abstra
t Friedri
hs system (1954,1958): For A

skew-selfadjoint in a real Hilbert spa
e H✞

✝

☎

✆
(∂tM0

+M

1

+A)U = F

∂tM0

+M

1

+A=

= (ρM
0

+ sym(M
1

))+ ((∂
t

−ρ)M
0

+ skew (M
1

)+A)

= E

0

+A .

E

0

symmetri
 stri
tly positive de�nite, A skew-selfadjoint in

Hρ ,0 (R,H). W.l.o.g. E

0

= 1, sin
e we have the 
ongruen
e

√
E

0

(
1+
√
E

−1
0

A

√
E

−1
0

)√
E

0

= E

0

+A ,

and note that √
E

−1
0

A

√
E

−1
0

remains skew-selfadjoint. Su
h dynami
 abstra
t Friedri
hs systems

are of interest in the following. Indeed, our 
ore topi
 fo
uses on

the skew-selfadjointness of the operator A as the 
enter-pie
e

of abstra
t Friedri
hs systems.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

The Time Derivative as a Normal Operator

Basi
 Solution Theory

The Time Derivative as a Normal Operator

Fourier-Lapla
e transform: unitary extension of

C̊∞ (R,X )⊆ Hρ ,0 (R,X )→ H

0,0 (R,X ) = L

2 (R,X )

ϕ 7→ Lρ ϕ

with Lρ ϕ (x) =
1√
2π

∫

R

exp(−ix t) exp(−ρ t) ϕ (t) dt, x ∈ R.

is spe
tral representation for Im∂
t

:

Im∂
t

=
1

i
skew∂

t

= L
−1

ρ m

0

Lρ

and so

∂
t

= L
−1

ρ (im
0

+ρ) Lρ .

Here m

0

is the selfadjoint multipli
ation-by-argument operator in

L

2 (R,X ): (m
0

ϕ)(x) = xϕ (x)

for x ∈ R and ϕ ∈ C̊∞ (R,X ).
Rainer Pi
ard Abstra
t Friedri
hs Systems



Material Law Operators as Fun
tions of the Time Derivative

Material Law Operator:

M =M

(
∂−1
t

)
.

It is

M

(
∂−1
t

)
:= L

−1
ρ M

(
1

im
0

+ρ

)
Lρ ,

where

M

(
1

im
0

+ρ

)
Φ :=

(
ω 7→M

(
1

iω +ρ

)
Φ(ω)

)

for Φ ∈ C̊∞ (R,X ).

Here (M (z))
z∈BC(r ,r)

is a uniformly bounded, holomorphi
 family of

linear operators in H with r ≥ 1

2ρ > 0. The operator M

(
∂−1
t

)
will

be referred to as the material law operator. The operator-valued

fun
tion M will be referred to as the material law fun
tion.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

The Time Derivative as a Normal Operator

Basi
 Solution Theory

Basi
 Solution Theory Hρ,0 (R,H)

Evolutionary Problem:

(
∂
t

M

(
∂−1
t

)
+A

)
U = F

When is

(
∂
t

M

(
∂−1
t

)
+A

)
(and its adjoint) stri
tly positive de�nite

in Hρ ,0 (R,H) (for all su�
iently large ρ ∈ R>0)?

Assumptions(S):

A skew-selfadjoint in H (lifted toHρ ,0 (R,H)),

z 7→M (z) (values in L(H,H)), for simpli
ity analyti
 at 0.

M(0)≥ 0 selfadjoint, ρM (0)+ sym(M ′ (0))≥ 


0

> 0

(stri
tly positive de�nite) for ρ su�
iently large.

Rainer Pi
ard Abstra
t Friedri
hs Systems
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The Basi
 Solution Theorem

Theorem

Let M and A satisfy Assumptions (S). Then we have for all

su�
iently large ρ ∈ R>0 that for every f ∈ Hρ ,0 (R,H) there is a

unique solution U ∈ Hρ ,0 (R,H) of the problem

(
∂
t

M

(
∂−1
t

)
+A

)
U = f .

The solution operator

(
∂
t

M

(
∂−1
t

)
+A

)−1
is 
ontinuous and 
ausal

on Hρ ,0 (R,H).

Causal? For every a ∈R we have:

If F ∈ Hρ ,0 (R, H) vanishes on the time interval ]−∞, a[, then so

does

(
∂
t

M

(
∂−1
t

)
+A

)−1
F .
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

The Time Derivative as a Normal Operator

Basi
 Solution Theory

An Illustrative Example

Frequently,

A=

(
0 −G

∗

G 0

)
,

where G is a 
losed densely de�ned linear operator.

We re
all that we will here 
onsider only simple material laws

M

(
∂−1
t

)
=M (0)+∂−1

t

M

′ (0) ,

i.e. on the 
ase asso
iated with abstra
t Friedri
hs systems:

✞

✝

☎

✆

(
∂
t

M (0)+M

′ (0)+A

)
U = F .

Rainer Pi
ard Abstra
t Friedri
hs Systems



An Illustrative Example

Consider a material law with

M

(
∂−1
t

)
=

(
ε
1

0

0 ε
2

)
+∂−1

t

(
(1− ε

1

) 0

0 (1− ε
2

)

)
, ε

1

,ε
2

∈ {0,1} .

ε
1

= 1,ε
2

= 1:

(
∂
t

−G

∗

G ∂
t

)
∼
(

∂ 2

t

+G

∗
G 0

G ∂
t

)
by a formal

row operation (�hyperboli
�).

ε
1

= 1,ε
2

= 0:

(
∂
t

−G

∗

G 1

)
∼
(

∂
t

+G

∗
G 0

G 1

)
by a formal row

operation (�paraboli
�). Note that ε
1

= 0,ε
2

= 1 is analogous.

ε
1

= 0,ε
2

= 0:

(
1 −G

∗

G 1

)
∼
(
1+G

∗
G 0

G 1

)
by a formal row

operation (�ellipti
�).
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad−div Systems.

Tool 2: The Mother-Des
endant Me
hanism

Tool 3: A Coupling Me
hanism

Tool 4: Weak = Strong

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad-div Systems.

For abstra
t grad−div systems the spatial operator A is still of the

form

A=

(
0 −G

∗

G 0

)
,

but here

G =




G

1

.

.

.

G

n


 : D (G )⊆ H

0

→ H

1

⊕·· ·⊕H

n

(in the standard 
ase of grad−div systems G

k

= ∂̊
k

or G

k

= ∂
k

but

in general G

k

need not ne
essarily be 
losable). Thus, the range

spa
e is a dire
t sum of real Hilbert spa
es.

Rainer Pi
ard Abstra
t Friedri
hs Systems



Appli
ation: A
ousti
s with Damping Boundary

Constraints

a
ousti
s: A=

(
0 −

(
d̊iv
)∗

d̊iv 0

)
=

(
0 grad

d̊iv 0

)

(
∂
t

(
ρ∗ 0

0 κ−1

)
+A

)(
v

p

)
=

(
0

f

)

where

κ = ρ∗

2

∗ bulk modulus, ρ∗ mass density, 
∗ speed of sound.

We expand this to


∂

t




ρ∗
(
0 0

)
(
0

0

) (
κ−1

0

0 0

)

+




0

(
0 0

)
(
0

0

) (
0 0

0 β∗

)

+ Ã






v(
p

τ

)

=




0(
f

h

)

 .

12/27



Appli
ation: A
ousti
s with Damping Boundary

Constraints

Here

Ã=




0 −
(

div
δdiv,∂Ω

)∗

(
div

δdiv,∂Ω

)
0




with

δdiv,∂Ωf = n

⊤
f ∈ L

2 (∂Ω) ,

(
δdiv,∂Ωf

)
(ϕ) =

∫

∂Ω
ϕ n

⊤
f Vol∂Ω =

〈
ϕ |n⊤f

〉
L

2(∂Ω)
.

We note

(
d̊iv
0

)
⊆
(

div
δdiv,∂Ω

)

and so

(
˚grad −δ ∗

div,∂Ω

)
⊆−

(
div

δdiv,∂Ω

)∗
⊆
(
grad 0

)
.

13/27



Appli
ation: A
ousti
s with Damping Boundary

Constraints

What does it mean if

(
v

τ

)
∈ dom

((
div

δdiv,∂Ω

)∗)
?

From (
div

δdiv,∂Ω

)∗
⊆
(
−grad 0

)

we have

〈gradp|w〉 =
〈(

grad 0

)(
p

τ

)
|w
〉
=

〈
−
(

div
δdiv,∂Ω

)∗(
p

τ

)
|w
〉

=−
〈(

p

τ

)
|
(

div
δdiv,∂Ω

)
w

〉
=−〈p|divw〉−

〈
τ |δdiv,∂Ωw

〉

that is

∫

Ω
(gradp)w VolΩ+

∫

Ω
p (divw) VolΩ =

∫

∂Ω
τ
(
n

⊤
w

)
Vol∂Ω.
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Appli
ation: A
ousti
s with Damping Boundary

Constraints

On the other hand, we have

∫

Ω
(gradp)w VolΩ+

∫

Ω
p (divw) VolΩ =

∫

∂Ω
p

(
n

⊤
w

)
Vol∂Ω

and so by 
omparison τ =−p. Thus, we found

(
p

τ

)
∈ dom

((
div

δdiv,∂Ω

)∗)
=⇒

(
p

−p

)
∈ dom(grad)⊕L

2 (∂Ω) .

We formally read o� as the last equation

−β∗p+n

⊤
v = h on ∂Ω,

yielding (a dynami
 Robin type boundary 
ondition)

n

⊤ρ−1
∗ gradp+β∗∂

t

p = ∂
t

h on ∂Ω.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad−div Systems.

Tool 2: The Mother-Des
endant Me
hanism

Tool 3: A Coupling Me
hanism

Tool 4: Weak = Strong

Tool 2: The Mother-Des
endant Me
hanism

Theorem

Let G : D (C )⊆ H

0

→ H

1

be a 
losed densely de�ned linear

operator, H

k

, k = 0,1, real Hilbert spa
es. If B
0

: H
0

→ X

0

is a


ontinuous linear mapping, X

0

real Hilbert spa
e su
h that

GB

∗
0

densely de�ned.

Then

(
B

0

0

0 1

)(
0 −G

∗

G 0

)(
B

∗
0

0

0 1

)
is skew-selfadjoint.

�Mother� and�des
endant�. Can be repeated!

Rainer Pi
ard Abstra
t Friedri
hs Systems



Tool 2: The Mother-Des
endant Me
hanism

Diri
hlet boundary 
ondition G = ˚grad a
ting on tensor �elds of all

ranks:

A

:=

(
0 −G

∗

G 0

)
=

(
0 div
˚grad 0

)
.

Initial boundary value problems of 
lassi
al mathemati
al physi
s


an be produ
ed from this parti
ular �mother� operator A by


hoosing suitable proje
tions for 
onstru
ting �des
endants�.
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Appli
ation: A Conne
tion Between Wave Phenomena.

In Nowa
ki's non-symmetri
 elasti
ity we are dealing with a

skew-selfadjoint spatial operator of the form

(
0 −div

2

− ˚grad
1

0

)
on L

2

(
Ω,R3

)
⊕L

2

(
Ω,R3×3)

.

Here, with

ÕpW :=
(

OpW⊤
)⊤

where Op denotes a matrix PDE operator, we have

grad
1

v

:= ∇̃v =
(

∇v

⊤
)⊤

(Ja
obian of v),

div
2

T

:= ∇̃⊤
T =

(
∇⊤

T

⊤
)⊤

.
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Appli
ation: A Conne
tion Between Wave Phenomena.

As des
endants we obtain

(
1 0

0 ι∗sym

)(
0 −div

2

− ˚grad
1

0

)(
1 0

0 ιsym

)
=

(
0 −Div

− ˚Grad 0

)

i.e. 
lassi
al symmetri
 elasti
ity, and 
lassi
al ele
trodynami
s

(
1 0

0 −I

∗
0

ι∗skew

)(
0 −div

2

− ˚grad
1

0

)(
1 0

0 −ιskewI0

)
=

(
0 curl
˚curl 0

)

where curl = ∇×=




0 −∂
3

∂
2

∂
3

0 −∂
1

−∂
2

∂
1

0



, I

0

:




α
1

α
2

α
3


 7→ 1√

2




0 −α
3

α
2

α
3

0 −α
1

−α
2

α
1

0




and ι∗skewT = 1

2

(
T −T

⊤)= 1

2

(T −T

∗).
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Appli
ation: A Conne
tion Between Wave Phenomena.

Also a
ousti
s 
an be obtained as a des
endant from

non-symmetri
 elasti
ity via

(
1 0

0 −trace

)(
0 −div

2

− ˚grad
1

0

)(
1 0

0 −trace∗

)
=

(
0 grad

0

d̊iv
1

0

)
.

Here trace denotes the standard matrix tra
e and its adjoint

evaluates simply to

trace∗p =




p 0 0

0 p 0

0 0 p


= p 1

3×3.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad−div Systems.

Tool 2: The Mother-Des
endant Me
hanism

Tool 3: A Coupling Me
hanism

Tool 4: Weak = Strong

Tool 3: Coupling of Di�erent Physi
al Phenomena

Blo
k-diagonal operator matrix:

A=




A

0

0 · · · 0

0

.

.

.

.

.

.

.

.

.

.

.

.

0

0 · · · 0 A

n




skew-selfadjoint in H =
⊕

k=0,...,nHk

, if diagonal blo
k entries

A

k

: D (A
k

)⊆ H

k

→ H

k

,k = 0, . . . ,n, are skew-selfadjoint.

Proper 
oupling: M 
ontains o�-diagonal blo
k entries

M

(
∂−1
t

)
:=




M

00

(
∂−1
t

)
· · · M

0n

(
∂−1
t

)
.

.

.

.

.

.

.

.

.

M

n0

(
∂−1
t

)
· · · M

nn

(
∂−1
t

)


 .

Rainer Pi
ard Abstra
t Friedri
hs Systems



Appli
ation: The Reissner-Mindlin Plate Equation

Coupling elasti
ity and a
ousti
s

∂
t




κ 0 0 0

0 ν
1

0 0

0 0 ν
2

0

0 0 0 C

−1


+




0 0 −1 0

0 d 0 0

1 0 0 0

0 0 0 0


+A

with

A=




(
0 grad

0

d̊iv
1

0

) (
0 0

0 0

)

(
0 0

0 0

) (
0 −Div

− ˚Grad 0

)


 .

proje
tion onto ker (∂
3

) = L

2 (Ω
0

) assuming

Ω := Ω
0

×T⊆ R
2×T=:M (instead of M = R

3

) we 
an redu
e

this by one spatial dimension (mother-des
endant me
hanism) to a

(1+2)-dimensional evolutionary problem.
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Appli
ation: The Reissner-Mindlin Plate Equation

The resulting evolutionary equation looks the same, but now it has

to be interpreted (by dropping zero rows and 
olumns in A and

adapting the material law) in

L

2

(
Ω
0

,R2

)
⊕L

2 (Ω
0

,R)⊕L

2

(
Ω
0

,R2

)
⊕L

2

2

(
Ω
0

,sym
[
R
2×2])

with

Ω
0

⊆R
2.

This is the Reissner-Mindlin plate system 
ommonly used in

engineering models.

Remark:(Kir
hho�-Love plate)

Letting κ = 0 and ν
2

= 0 (in 
onsequen
e destroying well-posedness

for asso
iated initial boundary value problems) and eliminating the

�rst and third unknowns and equations and then eliminating the

stress yields for isotropi
 homogeneous media

∂ 2

t

ν
1

η +d∂
t

η +(2κ +λ )∆2η = ∂
t

f .
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad−div Systems.

Tool 2: The Mother-Des
endant Me
hanism

Tool 3: A Coupling Me
hanism

Tool 4: Weak = Strong

Tool 4: Weak = Strong

Transmutator

[L,C ,R ] := LC −CR

assumed to be de�ned on dom(C ). The 
ommutator

[L,C ] := [L,C ,L]

[C ,L] :=− [L,C ]

is a spe
ial 
ase.

Rainer Pi
ard Abstra
t Friedri
hs Systems



Tool 4: Weak = Strong

Let A

k

, k = 1,2, be 
losed densely de�ned operators from H to K ,

dom(A
1

+A

2

) = dom(A
1

)∩dom(A
2

) dense in H.

Theorem

Let (Lε)ε∈]0,1[, (Rε)ε∈]0,1[ be bounded families of 
ontinuous linear

mappings in K and H, respe
tively, and [Lε ,A1

+A

2

,Rε ] defined on

dom(A
1

)∩dom(A
2

) su
h that [Lε ,A1

+A

2

,Rε ] ∈ L (H,K ).
Moreover,

L

∗
ε

[
dom

(
(A

1

+A

2

)∗
)]

⊆ dom(A∗
1

+A

∗
2

),

L

∗
ε

s→
ε→0+

1, R∗
ε

s→
ε→0+

1 and [Lε ,A1

+A

2

,Rε ]
∗ s→

ε→0+
0.

Then

(A
1

+A

2

)∗ = A

∗
1

+A

∗
2

.

Corollary

Let A

1

, A

2

be skew-selfadjoint, then under the assumptions of the

previous theorem we have

A

1

+A

2

skew-selfadjoint.
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Tool 4: Weak = Strong

Appli
ation: (a
ousti
s in moving media) assuming that

sym

(
α∂

3

(
ρ∗ 0

0 κ−1

))
is 
ontinuous

∂
t

(
ρ∗ 0

0 κ−1

)
+α∂

3

(
ρ∗ 0

0 κ−1

)
+

(
0 grad

d̊iv 0

)
=

= ∂
t

(
ρ∗ 0

0 κ−1

)
+

1

2

sym

(
α∂

3

(
ρ∗ 0

0 κ−1

))
+A

1

+A

2

with

A

1

= skew

(
∂
3

α

(
ρ∗ 0

0 κ−1

))
,(skew-selfadjoint for suitable α ,Ω)

A

2

=

(
0 grad

d̊iv 0

)
,

Rε = Lε = (1+ ε∂
3

)−1.
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Introdu
tion

Solution Theory

Four Tools for Establishing Skew-Selfadjointness

Tool 1: Abstra
t grad−div Systems.

Tool 2: The Mother-Des
endant Me
hanism

Tool 3: A Coupling Me
hanism

Tool 4: Weak = Strong

The End

Thank You for Your

Attention!

Rainer Pi
ard Abstra
t Friedri
hs Systems
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