Overhead of a Decentralized Gossip Algorithm on the Performance of HPC Applications
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ABSTRACT

Gossip algorithms can provide online information about the availability and the state of the resources in supercomputers. These algorithms require minimal computing and storage capabilities at each node and when properly tuned, they are not expected to overload the nodes or the network that connects these nodes. These properties make gossip interesting for future exascale systems. This paper examines the overhead of a decentralized gossip algorithm on the performance of parallel MPI applications running on up to 8192 nodes of an IBM BlueGene/Q supercomputer. The applications that were used in the experiments include PTRANS and MPI-FFT from the HPCC benchmark suite as well as the coupled weather and cloud simulation model COSMO-SPECTRUS+FD4. In most cases, no gossip overhead was observed when the gossip messages were sent at intervals of 256 ms or more. As expected, the overhead that is observed at higher rates is sensitive to the communication pattern of the application and the amount of gossip information being circulated.
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1. INTRODUCTION

Management of scalable high performance compute clusters requires frequent monitoring and sharing of information about the resources of all nodes, e.g., availability, current load, free memory, and temperature. Gossip algorithms can provide such information by routinely disseminating relevant information among the nodes. These algorithms are tolerant to node failures or lost messages, which is a critically important property for large-scale systems built from hundreds of thousands to millions of components. Clearly, the rate and the amount of disseminated information should be tuned in order to provide accurate information about each node and at the same time not reduce the performance of the applications running on the system.

This paper examines the overhead of a decentralized gossip algorithm on the performance of parallel applications on supercomputers. We ran three applications using configurations ranging from 1024 to 8192 nodes on an IBM BlueGene/Q system. In each case we compare the runtime of the application with different gossip rates to the runtime of the application without gossip in the background. To the best of our knowledge, nobody has done yet any measurements of the overhead caused by gossip messages sharing the network used by HPC applications.

The specific gossip algorithm used was developed by Amar et al. [1] for sharing load balancing information among the nodes of scalable clusters. Briefly, in this algorithm each node maintains a snapshot about the state of the resources in other nodes and routinely disseminates a fixed amount of its most recently acquired information. This way, any system service in need of up-to-date information about the state of the resources in the cluster can directly obtain it locally.

The paper is organized as follows: We first discuss the background and related work for gossip-based information dissemination. Section 3 provides an overview of our gossip algorithm. Section 4 describes the hardware configurations and the parallel applications that were used for testing. Section 5 presents the benchmark results. Our conclusions are given in Section 6.

2. RELATED WORK

Randomized gossip algorithms are distributed algorithms for exchanging information through various types of network topologies. Their simplicity, low overhead and fault-tolerance make them attractive for many use cases such as membership management in peer-to-peer networks [2, 3], application data exchange in linear algebra [4] or computation of aggregate functions [5]. They are also used in sensor networks [6, 7] and for resource management in large clusters [8] and clouds [9].

The MOSIX system [10] combines gossip-based information dissemination and optimization algorithms to provide load balancing in UNIX clusters. The MOSIX nodes run daemon processes that exchange with each other information about resources (e.g., available nodes, free memory, CPU load). MOSIX exploits this information to improve the overall performance of the cluster and of individual applications by adaptive allocation and migration of processes among nodes.
Gossip Algorithm:

At a fixed point during each unit of time, each node:

- Updates its own entry in the locally stored vector with the current state of the local resources and sets the age of this information to 0;
- For the remaining vector entries, updates the current age to the age at arrival plus the time passed since;
- Immediately sends a fixed-size window with the most recent vector entries to another node, which is chosen randomly with a uniform distribution.

When a node receives a window, it:

- Registers the window’s arrival time in all the received entries using the local clock;
- Updates each of its vector’s entries with the corresponding window entry, if the latter is newer.

Figure 1: The gossip algorithm with fixed window sizes.

Technologies such as MOSIX are known to perform well for UNIX clusters. However, the overhead caused by MOSIX-like gossip algorithms on large-scale HPC machines is not well understood, as these systems are much more susceptible to network jitter. Menon and Kalé evaluated the performance of GrapevineLB [11], a load balancer exploiting gossip algorithms on top of the Charm++ runtime system [12]. Their paper showed that the overall performance is improved substantially, but they do not discuss the overhead caused by gossip-related messages being exchanged among the nodes. Soltero et. al. evaluated the suitability of gossip-based information dissemination for system services of exascale clusters [13]. Their simulations showed that good accuracy can be achieved for power management services with up to a million nodes. However, experiments using their prototype were emulating only 1000 nodes and did not include measurements of gossip-related network overhead on the applications.

Bhatele et al. [14] identify the contention for shared network resources between jobs as the primary reason for runtime variability of batch jobs in a large Cray system. On BlueGene systems, however, each job is assigned a private contiguous partition of the torus network, so that contention is avoided. In our measurements, we combined two applications (a gossip program and an application benchmark) in a single batch job on a BlueGene/Q system, such that network contention becomes a critical concern. We then measured the slowdown of the application due to the gossip activities.

3. THE GOSSIP ALGORITHM

Consider a cluster with a large number of active nodes. Assume that each node regularly monitors the state of its relevant resources and also maintains an information vector with entries about the state of the resources in all the other nodes. Each such vector entry includes the state of the resources of the corresponding node and the age of that information. The gossip algorithm disseminates this information among nodes.

The algorithm that is used in this paper was developed in [1]. Figure 1 shows the pseudo code. Briefly, in this algorithm, every unit of time, each node monitors the state of its resources and records it in its vector entry. Each of the nodes then exchanges a window containing a fixed amount of the newest information in its vector with another randomly chosen node. Thus, each node receives, on average, in every unit of time information about other nodes and each of them eventually learns about the state of all nodes. Note that the nodes are not synchronized, i.e., all the nodes use the same unit of time but run independently using their own local clocks. One relevant parameter for the algorithm’s performance is the size of the window, i.e., the amount of information sent by each node. Another parameter that is studied in this paper is the unit of time, which determines the rate of the information dissemination.

4. BENCHMARK SETUP

In a preliminary study, we measured the average age of the vector vs. the size of the circulated window for different cluster sizes. The results are depicted in Figure 2 for 1024 and 2048 nodes. Configurations with 4096 and 8192 nodes show similar behavior. From the figure it can be seen that the steepest decrease in the average age of the vector is when increasing the window size from 10% to 20%, whereas larger windows provide only marginal benefit at the cost of transmitting significantly more data. As we will show in Section 5.2, circulating larger gossip messages causes higher overhead than increasing the gossip rate. We therefore decided to run all experiments with a window size of 20% of the vector size. In our experiments, we set the vector size equal to the total number of nodes, but it could also be smaller in order to save memory on the nodes. For example, MOSIX uses fixed-size vectors that are twice as large as the windows and independent of the cluster size.

4.1 BlueGene/Q Hardware

We performed measurements on the IBM BlueGene/Q system JUQUEEN installed at Jülich Supercomputing Centre, Germany, which is ranked number 8 in the November 2013 Top500 list of the largest supercomputers. The
JUQUEEN system has 28,672 nodes, each equipped with one 16-core PowerPC A2 1.6 GHz processor, resulting in a total of 458,752 cores. The 5D torus network has a peak bandwidth of 2 GB/s per link, which can send and receive at that rate simultaneously [15]. Since each node has 10 links, this leads to a theoretical peak bandwidth of 40 GB/s per node. The worst-case latency for messages in the torus network is 2.6 μs. Due to the large number of nodes and the highly scalable interconnect, the system is well suited to benchmark algorithms for future exascale systems.

4.2 Gossip Implementation

To run the gossip algorithm and measure various metrics, like age of the information and overhead on applications, we ported our gossip algorithm to the BlueGene environment. The implementation uses MPI to exchange gossip messages between the nodes. In general, gossiping does not require a reliable network and messages are sent without checking or waiting for successful transmission. We use MPI_Bsend to implement these datagram-like semantics. Whenever this MPI-based gossip implementation does not update its vector, send a message, or process a received message, it is busy waiting for a message from other nodes using MPI_Iprobe. Busy waiting is interrupted as soon as one unit of time has passed and the node has to send a gossip message. For practical application of gossip algorithms we expect OS support to avoid busy waiting, such that no compute time and energy is wasted. The percentage of runtime not spent (busy) waiting for gossip messages is thus a good indicator for the computational overhead of the gossip algorithm.

To allow the gossip implementation and MPI applications to share the same node, we linked both code bases into a single executable. This approach required minimal changes to the application, namely the HPCC code’s main program needs to be renamed such that it is called from the gossip program’s main function. The wrapper functionality inside the gossip program configures the MPI communicator for the application such that it sees only a subset of all MPI ranks. MPI_COMM_WORLD references in the application are intercepted by wrapping MPI calls. We use an existing wrapper generator [16] for that task. For our measurements on JUQUEEN, we split MPI_COMM_WORLD such that every 16th rank runs gossip and all others run the application, i.e. each node runs one gossip process and 15 application processes. For the comparison measurements without gossip we used the same method, except that the process allocated to gossip is now idle, i.e. waiting for the benchmark to finish. In both configurations – with and without gossip – the application operates on the subset of the real MPI_COMM_WORLD of the job.

In the overhead measurements, we used the following parameters for the gossip algorithm:

- Number of nodes (vector entries): 1024, 2048, 4096, 8192.
- Size of each vector entry: 1 kB.
- Window size: 20% of the vector size (i.e., 204, 409, 819, 1638).
- Unit of time (gossip interval): 1 ms – 1024 ms.

Note that the size of a gossip message is the window size times the size of the vector entry plus some space for the age of the information. For example with 1024 nodes, the message size is 212,164 bytes. In this case, when running with a gossip interval of 1 ms, each gossip process sends messages at a rate of 212 MB/s and receives messages at the same average rate. Neglecting message headers, this corresponds to 1.06% of the peak bandwidth of a BlueGene/Q node.

4.3 Application Benchmarks

For the overhead measurements we used two communication-intensive MPI applications from the HPC Challenge (HPCC) benchmark suite [17, 18] and another highly scalable HPC application.

HPCC PTRANS. In the PTRANS benchmark, pairs of MPI ranks communicate with each other in order to transpose a matrix. All ranks exchange messages simultaneously, thereby utilizing the full capacity of the interconnect. The performance of PTRANS is reported in GB/s. We used a matrix size of \( N = 524,288 \) (2048 GiB), a block size of \( NB = 112 \), and the following process grids (\( P \times Q \)): 32 \times 480 for 1024 nodes, 32 \times 960 for 2048 nodes, 64 \times 960 for 4096 nodes, and 128 \times 960 for 8192 nodes.

HPCC MPI-FFT. The MPI-FFT benchmark performs a parallel one-dimensional discrete Fourier transform of a double precision complex vector. This benchmark has an all-to-all communication pattern that heavily stresses the bisection bandwidth of the interconnect with large messages. We used the FFT implementation that is included in the HPCC package and a vector length of 136 million elements (2025 GiB) for 1024 nodes and 544 million elements (8100 GiB) for larger configurations.

COSMO-SPECS+FD4. COSMO-SPECS+FD4 [19] is an atmospheric simulation model (COSMO) with detailed cloud microphysics (SPECS). It uses dynamic load balancing and model coupling techniques (FD4) to balance the workload of the microphysics model. For dynamic load balancing FD4 calculates a new SPECS partitioning every time step using space-filling curve partitioning. COSMO-SPECS+FD4 has different communication phases:

- Ghost exchange in COSMO (static, regular).
- Ghost exchange in SPECS (dynamic, irregular).
- Model coupling (dynamic, irregular, relatively small volume).
- Parallel partitioning calculation (mainly a mixture of collectives, also on sub-communicators).
- Migration as result of load balancing (highly local, mostly between neighbor ranks).

COSMO-SPECS+FD4 has been tuned for high scalability [20]; the application scales very well on 262,144 processes on JUQUEEN. We used weak scaling for our overhead benchmarks, i.e. the problem size of the simulation is proportional to the number of MPI ranks. The benchmark test case simulates the growth of a cumulus cloud, which is replicated along the two horizontal dimensions to scale the problem to arbitrary sizes. We ran 30 time steps of the simulation, which is sufficient to expose overhead due to gossip and report the net runtime, i.e., without program start-up and initialization.
5. RESULTS

In a fully integrated system, the gossip algorithm and the management services built on top would run on a dedicated service core in order to minimize execution time jitter for the application. However, in the BlueGene/Q system we used for our experiments, the service core is not available to users. We therefore ran the gossip algorithm on one of the 16 user cores of each node, while the benchmark application used the remaining 15 cores. For each application, we repeated the tests twice and calculated the average outcome. The variation between the repetitions was very low.

5.1 Application Overhead Results

The results of the overhead measurements for the three applications are shown in Figures 3, 4, and 5. In each figure, the green bar at the top shows the performance without the gossip algorithm running in background. The core usually allocated for the gossip algorithm was left idle. The blue bars below show the performance of the application for gossip intervals ranging from 1024 ms to 1 ms. Due to scalability limits, measurements with very small intervals and large number of nodes failed, refer to Section 5.3 for more details. For MPI-FFT and COSMO-SPECS+FD4, we included the runtime portion of MPI communication as red bars in the graphs. For each interval, the overhead is the difference between the obtained performance and the performance of the application without gossip.

From the figures it can be seen that in most cases, no gossip overhead was observed when using intervals higher than 256 ms. The only exception is the network sensitive MPI-FFT when running on 8192 nodes. Observe that a larger cluster size implies higher gossip overhead, due to the increase in the window size. Specifically, the maximal slowdown was 5.6 % for PTRANS, 51.6 % for MPI-FFT, and 5.5 % for COSMO-SPECS+FD4.

PTRANS Slowdown. Despite being a pure communication benchmark, PTRANS shows a moderate slowdown only, even in the worst-case. Note that no gossip overhead was noticeable when the gossip interval was equal or larger than 256 ms. The runtime of PTRANS is dominated by MPI_Sendrecv, which is used to exchange messages between ranks in a sparse pattern, determined by the parameters of the benchmark. These measurements indicate that sparse communication patterns show only a minor sensibility to network contention.

MPI-FFT Slowdown. MPI-FFT shows the highest slowdown among the tested applications. This benchmark is also the most communication intensive test; the runtime is dominated by three MPI_Alltoall collective communication calls. In each call every rank sends \( N s_r / P^2 \) bytes to every other rank [21], where \( N \) is the vector length, \( s_r \) is the size of a complex double precision number (16 bytes), and \( P \) is the number of ranks. For example in the 8192 node configuration, every rank sends 576 bytes to every other rank, which accumulates to 1012 MiB that each BlueGene/Q node has to send and receive at the same time per MPI_Alltoall call. This dense pattern of large messages stresses the bisection bandwidth and makes this benchmark very sensitive to network contention. In addition to the high MPI ratio, Figure 4 also shows that the communication part of MPI-FFT scales much worse with the number of nodes compared to the computation part. This amplifies the overhead of gossiping on the total performance of the benchmark even further.

COSMO-SPECS+FD4 Slowdown. Figure 5 shows that the MPI communication contributes the substantial part of the slowdown in COSMO-SPECS+FD4. Note that runs with 2048 nodes and above show much better network performance for the ghost exchange in COSMO, which reduces overall communication time greatly. This effect is independent from background gossip.

By comparing the runtime of the five different communication phases of the application (see Section 4.3) and by analyzing the various MPI calls, we identified the last step of the parallel partitioning calculation as the dominating contributor to the slowdown. In this step, the partition vector, containing the start indices of all partitions, is distributed to all MPI ranks using MPI collectives on sub-communicators. For the highest slowdown observed at 4096 nodes with a gossip interval of 4 ms, the average runtime of this single step increases from 15 ms to 67 ms. Since load balancing is carried out after each of the 30 time steps, this accumulates to a total runtime increase of approx. 1.5 s.

The computation time in COSMO-SPECS+FD4 increases lightly due to gossip; in the worst case 0.5 % slowdown are observed. This can be attributed to the load the gossip process puts on the shared resources within a node, like memory bus and L2 cache. For example at 8192 nodes, each gossip process manages a state vector of approx. 8 MiB. Generating and processing gossip messages are memory-bound operations on this vector, which increases contention for shared memory resources.

The benchmarks show that gossip intervals between 256 and 1024 ms do not cause noticeable overhead for any of the workload configurations. This result is in line with existing systems such as MOSIX [10], which uses a gossip interval of 1 second to implement distributed load balancing.

Table 1: Runtime overhead of the MPI-FFT benchmark depending on gossip rate and window size. Increasing window size usually causes more than increasing the gossip rate by the same factor.

<table>
<thead>
<tr>
<th>Interval</th>
<th>10%</th>
<th>20%</th>
<th>40%</th>
<th>80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 ms</td>
<td>0.2%</td>
<td>0.3%</td>
<td>0.6%</td>
<td>1.3%</td>
</tr>
<tr>
<td>32 ms</td>
<td>0.3%</td>
<td>0.4%</td>
<td>0.9%</td>
<td>2.6%</td>
</tr>
<tr>
<td>16 ms</td>
<td>0.3%</td>
<td>0.7%</td>
<td>1.8%</td>
<td>4.5%</td>
</tr>
<tr>
<td>8 ms</td>
<td>0.7%</td>
<td>1.4%</td>
<td>3.2%</td>
<td>8.7%</td>
</tr>
<tr>
<td>4 ms</td>
<td>1.1%</td>
<td>2.6%</td>
<td>6.3%</td>
<td>17.2%</td>
</tr>
<tr>
<td>2 ms</td>
<td>1.8%</td>
<td>4.7%</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1 ms</td>
<td>3.8%</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

5.2 Window Size vs. Gossip Interval

The results for MPI-FFT shown in Figure 4 indicate that the relative overhead caused by different gossip rates also depends on the number of nodes that exchange gossip messages. This behavior is especially apparent for the 4096 and 8192 node configurations. We performed additional experiments where we increased the gossip rate and the window size independently from each other while keeping the number of nodes constant. Table 1 shows the measured overheads...
Figure 3: PTRANS performance in GB/s (higher is better).

Figure 4: MPI-FFT runtime (lower is better). Inner red part indicates the MPI portion.

Figure 5: COSMO-SPECS+FD4 runtime (lower is better). Inner red part indicates the MPI portion.
for MPI-FFT on 1024 nodes. One can observe that increasing either the rate by a factor $f$ or increasing the window size by the same factor $f$ will result in different overheads for the application. This result might be unexpected, as the amount of gossip data that is circulated in a certain amount of time is the same. Further analysis is required to understand this behavior.

5.3 Scalability of Gossip

In addition to overhead caused by sharing the network, we also investigated the runtime and scalability of the gossip process implementation. This process puts load on the CPU whenever it generates and sends a gossip message and whenever it receives and processes a message from another node. The rest of the time it is waiting for messages, which we implemented as busy wait for simplicity. In practical applications, the load on the gossip processes should be minimized, such that they are waiting most of the time to process received messages immediately, without delay.

Figure 6 shows the percentages of time in which the gossip processes are not idle, while performing the overhead measurements for COSMO-SPECS+FD4. Observe the linear relationship between the gossip workload, the gossip interval and the number of nodes (which directly influences the window size). These measurements reached the scalability limits of the gossip implementation. For example with 8192 nodes, we were not able run with a gossip rate below 4 ms. In these cases, the gossip processes could not keep up with the high rate of incoming messages, leading to overflow of the send buffers and abort of the benchmark. Note that processing a received message (i.e., merging the received window with the own vector) consumes more CPU time than generating and sending a vector. These results show the importance of a highly optimized implementation of the gossip algorithm, preferably avoiding linear relationship of workload and window size, to be applicable in exascale systems.

6. CONCLUSIONS AND OUTLOOK

We presented a randomized gossip algorithm that is designed for load management and monitoring services on large-scale HPC systems. The algorithm is fault-tolerant and suitable for disseminating information among thousands of nodes. We developed an MPI-based implementation of a gossip algorithm that mimics the network usage of such a system service and measured its overhead on the performance of applications that ran on the same set of nodes. Our experiments on a BlueGene/Q system showed, that in most cases, no noticeable overhead is observed for gossip intervals of 256 ms and higher when running on 8192 nodes. Only the communication-bound MPI-FFT benchmark showed a small overhead of 2.3%, which drops to less than 0.6% for 4096 nodes and less. We found that increasing the gossip rate has a greater impact on the performance of communication-bound applications, when the number of gossiping nodes increases. This effect is caused by larger message sizes, as information about more nodes is transmitted across the network in each gossip round. By analyzing the communication patterns used in the applications, we identified collective MPI communication to be much more sensitive to slowdown due to network contention compared to point-to-point messages.

We investigated gossip overhead in a large-scale BlueGene/Q system. We will expand our measurements to other systems to study different types of HPC interconnects, like InfiniBand and Cray Aries. Furthermore, the work presented in this paper is now being extended [22] to be suitable for exascale systems, which are expected to consist of hundreds of thousands of nodes. For systems of this size, it is necessary to optimize the performance of the gossip implementation and to use a hierarchical approach to gossiping. Evaluating the hierarchical version of our algorithm is subject to future work.
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