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Introduction: Cloud Modeling

Clouds play a major role for climate and weather
– Influence on the radiation budget of the planet

– Part of the hydrological cycle

– Interaction with aerosol particles and pollution

Clouds represent one of the major uncertainties in climate and 
weather models [IPCC07, CCSP09]

Unsatisfying improvements in precipitation forecast during the 
last decades
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Introduction: Bulk Parameterization Schemes

Cloud droplets are described by their bulk mass only

Actual size distribution is neglected

Computationally fast

Used in most weather models
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Introduction: Spectral Bin Microphysics Schemes

Bin discretization of size distribution

Allows more detailed modeling of interaction between aerosol 
particles, clouds, and precipitation

Computationally very expensive (runtime & memory)

Only used for process studies up to now (MM5, WRF, COSMO)
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COSMO-SPECS: COSMO with SPECtral bin microphysicS

COSMO Model: non-hydrostatic limited-area atmospheric
model, formerly known as “Lokal-Modell” of DWD

– http://www.cosmo-model.org

COSMO-SPECS: Cloud parameterization scheme of COSMO 
replaced by the spectral bin microphysics model SPECS
[Simmel06, Grützun08]

– 11 new variables to describe 3 types of hydrometeors
(water droplets, frozen particles, insoluble particles)

– Discretized into a predefined number of size bins,
e.g. 66 bins x 11 variables = 726 values!

– Very high computational costs
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COSMO-SPECS: SPECS Workload Measurement

SPECS computing time varies strongly depending on the range 
of the particle size distribution and presence of frozen particles

Time splitting scheme makes SPECS even more costly, in this 
case: tΔ COSMO=10s, tΔ SPECS=0.5s
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COSMO-SPECS: Parallel Implementation

COSMO parallelization

– 2D (horizontal) decomposition into MxN static partitions

– Message Passing Interface

Load imbalance due to SPECS computing time variations
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Load imbalance

Few processes 
have more 
work (purple)

Most processes 
are waiting 
(red)
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Load imbalance

Few processes 
have more 
work (purple)

Most processes 
are waiting 
(red)

Huge waste of HPC resources

Could run larger/realistic cases with 
more efficient HPC usage

Could do more science!

→  Dynamic load balancing needed
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Basic Idea of Load-Balanced Coupling

Present approaches:

– Cloud model is implemented as a
submodule within the weather model

– No dynamic load balancing

Our idea:

– Separate cloud model data from static
weather model data structures

– Independent domain decompositions

– Dynamic load balancing for cloud model

– (Re)couple weather and cloud model

Implement these features in a new framework called FD4

FD4 = Four-Dimensional Distributed Dynamic Data structures
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Framework FD4: Dynamic Load Balancing

Based on 3D block decomposition of grid (#blocks > #processes)

Task: Assign blocks to processes in a balanced way which also mini-
mizes ghost communication costs. And do this quickly.

Hilbert space-filling curve (SFC) partitioning [Sagan94, Teresco06]

– SFC reduces 3D partitioning problem to 1D [Pinar04]

– Locality properties of SFC lead to moderate ghost comm. costs

– Very fast algorithm

–
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Framework FD4: Model Coupling

Data exchange between FD4 based 
model and an external model

– E.g. weather or CFD model

Direct data transfer between overlap-
ping parts of of the partitions

Transfer in both directions

No grid transformation / interpolation

– External model must provide data 
matching the grid used in FD4
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Framework FD4: 4th Dimension

Extra dimension of grid variables 

E.g. size resolving models, array of gas 
phase tracers

FD4 is optimized for a large 4th
dimension

COSMO-SPECS requires
2 x 11 x 66 ~ 1500 values
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Framework FD4: Implementation

Implemented in Fortran 95

MPI-based parallelization

Open Source Software

www.tu-dresden.de/zih/clouds

! MPI initialization
call MPI_Init(err)
call MPI_Comm_rank(MPI_COMM_WORLD, rank, err) 
call MPI_Comm_size(MPI_COMM_WORLD, nproc, err)
! create the domain and allocate memory
call fd4_domain_create(domain, nb, size,     &
     vartab, ng, peri, MPI_COMM_WORLD, err)
call fd4_util_allocate_all_blocks(domain, err)
! initialize ghost communication
call fd4_ghostcomm_create(ghostcomm, domain, &
     4, vars, steps, err)
! loop over time steps
do timestep=1,nsteps
  ! exchange ghosts
  call fd4_ghostcomm_exch(ghostcomm, err)
  ! loop over local blocks
  call fd4_iter_init(domain, iter)
  do while(associated(iter%cur))
    ! do some computations
    call compute_block(iter)
    call fd4_iter_next(iter)
  end do
  ! dynamic load balancing
  call fd4_balance_readjust(domain, err)
end do
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COSMO-SPECS+FD4: Coupling Scheme

FD4 Coupling FD4 Coupling

COSMO

Computes
dynamics

Static MxN
partitioning

SPECS

Computes
Microphysics

Data dynamically 
balanced by FD4

FD4

Send data to FD4 
data structures:

u, v, w,
T, p, , qρ v

FD4

Receive data from
FD4 data structures:

T, qΔ v, qc, qi

FD4 Coupling

COSMO-SPECS+FD4 = COSMO-SPECS using FD4 for coupling
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COSMO-SPECS+FD4: Visualization of Load Balancing

Small 2D case, 32 x 48 grid, 16 x 16 FD4 blocks

Colors: 8 partitions for SPECS balanced by FD4

Contours: liquid and frozen particle concentration (g/kg)
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COSMO-SPECS vs. COSMO-SPECS+FD4 Benchmark

Artificial Scenario:

– Heat bubble results in growth of idealized cumulus cloud

80 x 80 horizontal grid with 1 km resolution

48 nonuniform height levels (up to 18 km)

19 200 FD4 blocks (2 x 2 x 4 = 16 grid cells)

30 min forecast time

Heat bubble
Growing 
cumulus 

cloud

Cloud ice

t = 0 min t = 10 min t = 20 min t = 30 min
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Performance Comparison on HLRB-II (SGI Altix 4700) 

Communication 
overhead grows 

strongly

6% overhead for FD4 dynamic load 
balancing and coupling

3 times faster than original version

24:10 min

7:22 min9:13 h
6:19 h

Waiting time due to imbalance

FD4 load balancing and coupling

Ghost exchange for SPECS

COSMO model (comp+comm)

SPECS advection

SPECS microphysics
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High Scalability Benchmark on Jaguar (Cray XT5)

1:33 h

FD4 load balancing and coupling

Ghost exchange for SPECS

COSMO model (comp+comm)

SPECS advection

SPECS microphysics

5.3% overhead for FD4 dynamic 
load balancing and coupling

7:38 min

256 x 256 grid, 196 608 FD4 blocks, 64 clouds
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Conclusion & Outlook

FD4 provides an efficient and scalable way of coupling spectral 
cloud microphysics with atmospheric models

COSMO-SPECS performance increased significantly by FD4

Large-scale studies with spectral cloud microphysics feasible

FD4 not limited to spectral cloud microphysics

FD4 is freely available at http://www.tu-dresden.de/zih/clouds 

Outlook:

– Investigate adaptive time stepping in COSMO-SPECS+FD4

– Parallel I/O in FD4

– Simulate a real-case scenario with COSMO-SPECS+FD4
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Framework FD4: Basic Data Structure

3D Regular grid is decomposed into blocks

FD4 allocates data fields in the blocks based on variable table

– Variable name

– Length of 4th dimension

– Number of time steps

– Discretization, i.e. cell-centered or face-centered
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Framework FD4: Variable Discretization Types

Cell-centered variables

Face-centered variables



 27

Framework FD4: Dynamic Load Balancing

When blocks are added or removed 
(adaptive block mode)

When load balance decreases below a 
certain limit

User can assign each block a weight,
e.g. computation time of the block

Two partitioning methods:

– Hilbert space-filling curve (SFC)
partitioning [Sagan94]

– Graph partitioning using ParMETIS 

SFC preferred because graph partitioning 
has much higher overhead
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Framework FD4: SFC Partitioning Algorithm

Space-filling curve reduces 3D partitioning problem to 1D

Partitioning of an 1D array of block weights

Goal: Reduce the maximum load (bottleneck value)

Determination of minimal bottleneck value is not trivial

– Only lower and upper bound are known a priori [Pinar04]

Fast parallel heuristic implemented in FD4:

– All processes exchange their block weights

– Each process checks for a different bottleneck value within 
the known interval if a partitioning exists for it

– Minimal value determined with MPI_Allreduce

– Each process determines its own partition based on the 
minimal bottleneck value found
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Framework FD4: Model Coupling

Sequential coupling: all processes perform computations for 
both models alternately [Lieber08]
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Framework FD4: Adaptive Block Mode

Save memory in case data and com-
putations are required for a spatial 
subset only

Suitable for multiphase problems like 
drops, clouds, flame fronts 
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Framework FD4: Adaptive Block Mode

Grid allocation adapts to spatial structure of simulated problem

Empty blocks are not allocated

– Defined by a threshold value for specified variables

– I.e. block does not contain any quantities of a certain phase

FD4 ensures existence of all blocks required for correct stencil 
operations
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Framework FD4: Dynamic Load Balancing Movie

Overhead test of adaptive block mode and load balancing [Lieber10]

FD4 adapts to cloud formation in COSMO weather model

Real-life scenario, 249 x 174 x 50 grid, 256 processes
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COSMO-SPECS(+FD4) Benchmarks Overview
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• COSMO-SPECS+FD4
• BlueGene/P, 16 384 processes
• End of the simulation
• Cloud has formed

• Good load balance
• MPI overhead 13% (red)
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• COSMO-SPECS+FD4
• BlueGene/P, 16 384 processes
• Zoomed to load balancing and 
coupling in FD4

Highly local pattern 
for block migration

Calculation of new 
partitioning (SFC)

Coupling

Migration
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• COSMO-SPECS+FD4
• BlueGene/P, 16 384 processes
• Complete model run time

Number of grid blocks 
each process owns
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Application of FD4: Load Balance Measurement


