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Abstract. In this paper, we present a privacy-preserving architecture for a public transport system. The Transport Authority (TA) is prevented from learning e-ticket IDs and operates only on pseudonyms created by a trusted third party (TTP). Furthermore, the widely distributed terminals are prevented from tracking valid e-tickets during validation. Mutual authentication between terminals and e-tickets is performed at the beginning of each validation session to prevent man-in-the-middle attacks. Our approach allows for regular billing and by this enables to deploy flexible fare policies together with different loyalty programs attractive to customers. User identification together with end billing is performed by the TTP.
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1 Introduction

In the last decade, the ubiquitous computing concept has affected many areas of public life. The public transport sector is no exception [1].

The introduction of the so-called electronic ticketing (e-ticketing) has revolutionized the process of automatic fare collection (AFC) allowing for deployment of flexible fare policies attractive to customers and profitable for public transport companies. As a result, such systems have already been deployed in many countries around the world, e.g., Dutch OV-Chipkaart [2], London Oyster Card [3], EZ-Link in Singapore [4], Hong-Kong Octopus Card [5], etc. Despite introducing noticeable benefits, these systems raise serious concerns over the user privacy. In [6], we addressed this issue and presented a classification of privacy threats endemic to such systems. Moreover, a holistic framework for the development of countermeasures was outlined as well. In this paper, we continue our work and propose a privacy-preserving architecture that is aimed at protecting customer privacy in ubiquitous e-ticketing systems for public transport. Section 2 presents our concept. A short discussion is given in Section 3 with related work following in Section 4. Section 5 concludes the paper.
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2  A Privacy-preserving System Architecture

In this section, our privacy-preserving architecture for the target system is presented together with the attacker model and the core requirements which must be satisfied. The public transport system under concern consists of front-end (FE), back-end (BE), and a bridging element (terminals). E-tickets interacting with terminals compose the system FE. In this scenario, an e-ticket is an electronic medium (e.g., a smart card or an NFC-enabled smart phone) holding the digitalized version of rights to claim the public transport service. BE incorporates powerful interconnected computing centers which maintain system functionality. To enhance user privacy, we additionally consider an external trusted third party (TTP) which acts as a trusted mediator between users and the Transport Authority (TA), see Section 2.3 for details.

2.1 Requirements

Based on the generic description of an e-ticketing system for public transport provided in [6], the following requirements for its privacy-respecting architecture were determined:¹

1. **E-ticket privacy**.
   (a) **Privacy against terminals.** Terminals must not be able to identify and track valid e-tickets.
   (b) **Privacy against back-end.** Back-end is allowed to correlate travel records related to a single e-ticket while being prohibited from identifying valid e-tickets.
   (c) **Privacy against external observers.** An external observer must be prevented from deriving any identifying information from interactions between e-tickets and terminals.

2. **Billing**
   (a) **Regular Billing.** The target system must support the (fine granular) regular billing² (e.g. monthly billing)
   (b) **Billing Correctness.** The billing procedure must be performed correctly (i.e. with strict accordance to the deployed fare policy).

3. **Efficiency.** Check-in/out events handling must comply with the timing requirements.³

Requirements 1 and 2a are particularly conflicting, since fine granular billing implies the ability to track the users’ movements in some way to be able to compute the bill. For privacy reasons, on the other hand, tracking should not be possible. A straightforward way to solve this conflict would be to abandon Requirement 2a and construct a fully anonymous system (as described in [8, 9], for example). We argue, however, that the ability to offer highly flexible

¹The focus was explicitly made on privacy issues. Detailed functional requirements or any interdisciplinary ones are not considered in this paper.
²The reason for this is to provide the ability to support highly flexible tariffs and better loyalty service.
³In practice, a maximum tolerated value ranges from 0.2 sec (London Oyster Card) to 2 sec (Singapore EZ-Link) [7].
fare policies supporting different loyalty programs (which, in contrast to the pay upfront approaches, require fine granular billing) is essential in the current state of the market for PT. In [1], for instance, it was stated that a considerable number of customers choose personalized cards since they provide more services. Currently, several systems for PT have already reacted to this trend offering a regular billing approach [10, 11]. We aim at providing the solution independent of any concrete fare policy in use fully decoupling the issues of system architecture (specifically privacy protection) from the development of tariff schemes (unlike it was done, e.g., in [12]). In our system, therefore, a reasonable trade-off is allowed, namely while different sessions between e-tickets and terminals are completely unlinkable in FE, the system BE is allowed to correlate different travel records pertaining to a customer pseudonym for billing purposes (see Section 2.3 for details) at the same time being prohibited from learning the underlying user identity (Requirement 1b).

2.2 Attacker Model

Taking into account the arguments presented in previous section, the following attacker model is considered:

1. (Outsider) An observing attacker (outsider) must be prevented from deriving any identifiable information from interaction between terminals and e-tickets.
2. (Insider) Terminals must not be able to identify and track valid e-tickets\(^1\).
3. (Insider) Back-end must be prevented from learning the identifiers of e-tickets.

2.3 Architecture Outline

Having considered the aforementioned requirements (Section 2.1) and the attacker model (Section 2.2), the following system architecture is proposed (see Figure 1). After acquiring an e-ticket, a user checks in at the terminal on entering a vehicle. The respective check-out operation is performed when the vehicle is left. Check-in/out processes consist of three major phases. Firstly, a terminal and an e-ticket establish a secure channel (see SC Establishment, Figure 1) using standard methods described, for example, in ISO 7816-4 [13] or in NFC-SEC-01 [14] depending on the carrier medium used to manage an e-ticket. All subsequent messages between the terminal and the e-ticket are, therefore, secured against eavesdropping attacks. During the second phase, a mutual authentication takes place (Mutual Authentic., Figure 1), thus securing the communication entities against unauthorized interaction and man-in-the-middle attacks. It is important that the terminal does not gain any identifiable information about the e-ticket except that the latter is a valid one\(^2\). Lastly, the terminal checks if the e-ticket has not been blacklisted (BL Check). To perform this in a privacy-preserving way, a pseudonymization technique is used (see Section 2.4). If the e-ticket is a

---

\(^1\) Terminals are widely distributed along the transport network and are, therefore, situated for the most part in an unsecured area (and may even be subject to compromisation).

\(^2\) For instance, it belongs to a valid ticket group.
legitimate one, the terminal accepts it and creates a respective travel record (containing a timestamp, e-ticket pseudonym, location, etc.). Otherwise, the e-ticket is rejected. A set of travel records maintained by the terminal, $TR$, is regularly sent to the back-end system (BE) via the backbone network (Send $TR$, Figure 1) where they are processed for billing purposes (see Requirement 2). Terminal-side blacklists are repeatedly updated\(^1\) as well (see Update BL).

In order to preserve the privacy of e-tickets (Requirement 1), the transport authority (TA) operates only on pseudonyms created by an external Trusted Third Party (TTP) for each e-ticket during the initialization phase (e.g. on e-ticket acquisition). The bills regularly computed by TA are sent together with the respective (static) pseudonym to TTP which in turn identifies the target user (mapping a pseudonym to the respective user ID) and sends her/him the bill. The respective bill payments are transferred back from users to TA through TTP in an aggregated form to prevent correlation. TTP, therefore, acts as a trusted mediator between the TA and end users. Namely, TA trusts TTP that users are correctly billed (together with payment enforcement) while the customers rely on TTP to protect their privacy and to forward payments to TA.

In what follows, we elaborate on the privacy-preserving architecture outlined above and discuss its constituents in more detail.

### 2.4 Pseudonymization

To satisfy Requirement 1 (e-ticket privacy), the following pseudonymization technique is applied. During the initialization phase, a static pseudonym $P^T_i$ is created by TTP for each e-ticket ID. The mapping\(^2\) between $P^T_i$ and the respective e-ticket ID is kept secret. $P^T_i$ is then sent to TA to be included into the TA’s pseudonym set $P^T$. By this, e-ticket privacy is secured against Attacker 3 (back-end, see Section 2.2), since TA is only operating on pseudonyms. TA further encrypts\(^3\) each pseudonym received from TTP with its public key ($k^+_{ta}$) using some deterministic one-way (trapdoor) function: $P^A_i = E_{k^+_{ta}} (P^T_i)$.

\(^1\)The frequency of such updates is mainly determined by the connection between terminals and BE (e.g., nightly updates as considered in [15] or more frequent updates if the connection allows).

\(^2\)One of the ways to implement such mapping is to probabilistically encrypt the e-ticket ID (for semantic security) with the private key of TTP and to keep the latter secret.

\(^3\)This is necessary for privacy-preserving blacklist checking, see Section 2.6.
In order to prevent terminals from tracking\(^1\) e-tickets (Attacker 2), a session pseudonym \(SP_j\) is created at the e-ticket side on each interaction with a terminal:

\[
SP_j = E_{k_{ta}^+} (P_A^j \cdot r_j), \quad (1)
\]

where \(r_j\) is nonce number generated by the e-ticket. Since a terminal is not in the possession of a TA’s decryption key \((k_{ta}^-)\), it is infeasible for it to tell if two pseudonyms obtained from different sessions pertain to the same e-ticket or not. Neither can the terminal gain any knowledge from interaction with an e-ticket about the static pseudonym \(P_A^j\) of the latter.

In order to enable billing in the back-end (BE), the pseudonym singulation step (see Figure 1) is required to correlate different session pseudonyms \(\{SP_j\}\) with the respective static one \(P_A^j\) using \(k_{ta}^-\). Afterwards the billing process is carried out on static pseudonyms \(\{P_A^j\}\) which are finally decrypted to the initial TTP pseudonyms \(\{P_T^j\}\). The result of the billing step is the set of pairs \((\text{bill}, P_T^j)\) which is regularly (e.g., monthly) send to TTP for end user billing.

2.5 Mutual Authentication Between E-ticket and Terminal

After the secure session is established between an e-ticket and a terminal, a mutual authentication is performed. We suggest that it is carried out using a certificate-based approach, i.e. a terminal provides its unique signature, which is in turn signed by the transport authority (TA). An e-ticket also possesses a signature certified by TA. Unlike the terminal’s signature, the one of an e-ticket solely proves that the latter belongs to a valid ticket group (e.g., a monthly or a yearly ticket) and does not reveal any identifiable information on each particular e-ticket. This can be done, for example, by using the concept of group signatures, see [16, 17], for example. After successful authentication, e-ticket is checked against a blacklist which is discussed in the next section.

2.6 Terminal-side Blacklist Checking

The suggested mechanism for a terminal-side blacklist checking is based on the inherent homomorphism of an encryption scheme\(^2\) in use. In this case, we exploit the following property:

\[
E(x \cdot r) = E(x)^r, \quad (2)
\]

where \((x \cdot r)\) represents the (TA) pseudonym of an e-ticket \(x\) masked by a nonce \(r\) as described in (1). The relevant notations used throughout the paper are summarized in Table 1 for clarity.

The terminal-side blacklist (BL) contains a set of e-ticket static pseudonyms\(^3\), \(\{y : y \in BL\}\), which are checked against during the e-ticket verification procedure. After mutual authentication, an e-ticket presents its Session Pseudonym \(E_{k_{ta}^+} (x \cdot r)\) to a terminal along with the encrypted nonce value \(E_{k_{ta}^-}(r)\) used for masking thus forming a so-called Session Pseudonym Tuple (\(SP\) tuple):
Table 1. A summary of the notations used.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>an e-ticket static pseudonym (created by TA)</td>
</tr>
<tr>
<td>$y$</td>
<td>a blacklisted e-ticket TA pseudonym</td>
</tr>
<tr>
<td>$BL : (y)$</td>
<td>a blacklist</td>
</tr>
<tr>
<td>$r$</td>
<td>a random nonce</td>
</tr>
<tr>
<td>$E(x \cdot r)$</td>
<td>a session pseudonym, $SP$</td>
</tr>
<tr>
<td>$(E(x \cdot r), E(r))$</td>
<td>a session pseudonym tuple, $SPT$</td>
</tr>
</tbody>
</table>

$SPT \leftarrow \{E_{k_{ta}}(x \cdot r), E_{k_{ta}}(r)\}$. Having obtained this tuple, a terminal can use the malleability property (2) in order to perform blacklist checking. For this, a terminal creates an auxiliary temporary check set $C$ and computes its elements as follows:

$$\forall y \in BL, E_{k_{ta}}(r) \in SPT : c \leftarrow E_{k_{ta}}(r)^y.$$  

Then a terminal pairwise compares the computed $c$ elements with the delivered Session Pseudonym: $c = E_{k_{ta}}(x \cdot r) \forall c \in C$. If a match is found, the e-ticket is in the Blacklist set $BL$ and must be rejected.

2.7 A choice of a Suitable Encryption Function

As an example of an encryption function possessing the homomorphic property (2), the scheme based on the intractability of the Discrete Logarithm Problem\(^1\) (DLP) can be used. Thus, $\forall x \in \mathbb{G}_q : \mathbb{G}_q \subset \mathbb{Z}_p^\ast$ (with $p, q$ being large primes, $q|p - 1$) the encryption can be written as $E(x) = g^x \pmod{p}$. A session pseudonym (1), therefore, can be expressed as:

$$SP_j \leftarrow g^{x \cdot r_j} \pmod{p},$$  

where $x$ is an e-ticket pseudonym, $r_j$ is a session nonce generated to mask $x$; $r_j, x \in \mathbb{G}_q$.

The homomorphic property (2) can then be expressed as follows:

$$E(x \cdot r) = g^{(x \cdot r)}$$

$$= (g^x)^r \pmod{p}$$

$$= E(x)^r.$$  

In principle, any other inherently homomorphic (deterministic) encryption function can be used. The DL exponentiation function was chosen in this paper since it is well known and has been extensively studied.

3 A Short Discussion

The proposed solution satisfies the requirements presented in Section 2.1 within the assumed attacker model (Section 2.2). Namely, observing outsiders and terminals can not identify and track (valid) e-tickets (Requirements 1c, 1a). Backend can correlate different travel records pertaining to a certain static pseudonym but is not able to identify an e-ticket (Requirement 1b). Our system inherently allows for regular billing by design (Requirement 2). The billing procedure is distributed between BE (under control of TA) and external TTP to protect

\(^1\)DLP follows from the hardness to extract $x$ out of $g^x$ in $\mathbb{Z}_p^\ast$ (see, for example, [18]).
customer privacy. Due to loose-coupling between BE and terminals, e-ticket validation can be performed locally at the terminal side thus supporting Requirement 3. Moreover, to boost the performance of the black list checking procedure, an e-ticket can additionally deliver its $k$-anonymous identifier [19] to a terminal after mutual authentication substantially lowering the search time over the partitioned black list. Furthermore, sensitive pieces of information pertaining to the valid e-tickets are not stored at the terminal side which further enhances the privacy-friendliness of the system (especially in case one of the terminals gets compromised).

4 Related Work

In [8], the authors presented a privacy-preserving framework for public transport based on e-cash, anonymous credentials, and proxy re-encryption. The main drawback of this approach is, however, that it considers a fully online system for e-tickets validation (i.e. BE and terminals are tightly coupled) which is likely to introduce a serious bottleneck (does not scale well). Moreover, it does not allow for regular billing. The approach presented in [15] does not require BE to be always online but assumes it to be fully trusted\(^{1}\). Furthermore, in order to authenticate an e-ticket, a terminal must perform an exhaustive search (with additional computations) in the precomputed database\(^{2}\) with the size of the overall number of valid e-tickets circulating in the system. Regular billing support was not considered either. The authors of [20] introduced the so-called trusted anonymizers which can be used in an add-on fashion by a customer and are decoupled from the direct functionality of a system. That is, the e-ticket can still be validated in a non-privacy-preserving way if the respective customer’s anonymizer is for some reason unavailable. The solution is based on secure key storage with physically uncloneable functions (PUFs), symmetric key based authentication, and re-randomizable encryption. Similarly to [15], it allows for local validation by terminals but does not allow for regular billing.

The authors of [21] focused on the neighboring area of toll collection and considered a client-aided fare calculation approach\(^{3}\) where the billing process is distributed between several non-colluding parties (including the user) and the calculated bill is regularly submitted to BE by a customer in a declarative way. An immediate application of this solution to public transport, however, is not apparent. Furthermore, as it was mentioned earlier in [22], a client-based fee calculation requires more complex user equipment and software (making the system more error prone) and up-to-date tariff/road map data. Moreover, it implies additional overhead for users (beyond simply using the transport service) and less control over the enforcement from the side of TA\(^{4}\).

None of the reviewed approaches, therefore, fully satisfies the requirements set presented in Section 2.1.

---

1BE, therefore, knows all e-tickets identifiers.
2For e-tickets authentication, the authors of [15] considered a terminal-side check database (computed by BE and uploaded to terminals) with entries for every e-ticket circulating in the system.
3The solution is targeted at the specific fare policy, namely the travel area is divided into cells and the pricing function is assumed to be linear (with cell-based fares).
4Both issues are likely to have a negative impact on the overall system acceptance.
5 Conclusions and Future Work

In this paper, a privacy-preserving architecture for public transport systems based on e-ticketing was proposed. The focus was made on personalized e-tickets, for which a privacy-preserving blacklist checking mechanism was suggested. Check-in/out event handling is performed without the necessity to maintain constant connection to the back-end. Therefore, travel records processing performed in BE for billing is decoupled from the front-end and can be carried out periodically (e.g. once a month) in an offline fashion. Moreover, to prevent TA from learning e-tickets IDs, it operates only on pseudonyms created by TTP. The latter is responsible for user identification and end billing.

As future work, we would like to further elaborate on the suggested solution by conducting an in-depth evaluation of our architecture and extending it to efficiently handle anonymous and one-time e-tickets.
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