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The provision of guaranteed QoS for various Internet traffic types has become a challenging
problem for researchers. New Internet applications, mostly multimedia-based, require dif-
ferentiated treatments under certain QoS constraints. Due to a rapid increase in these new
services, Internet routers are facing serious traffic congestion problems. This paper pre-
sents an approximate analytical performance model in a discrete-time queue, based on
closed form expressions using queue threshold, to control the congestion caused by the
bursty Internet traffic. The methodology of maximum entropy (ME) has been used to char-
acterize closed form expressions for the state and blocking probabilities. A discrete-time
GGeo/GGeo/1/{N1,N2} censored queue with finite capacity, N2, external compound
Bernoulli traffic process and generalised geometric transmission times under a first come
first serve (FCFS) rule and arrival first (AF) buffer management policy has been used for the
solution process. To satisfy the low delay along with high throughput, a threshold, N1, has
been incorporated to slow the arrival process from mean arrival rate k1 to k2 once the
instantaneous queue length has been reached, otherwise the source operates normally.
This creates an implicit feedback from the queue to the arrival process. The system can
be potentially used as a model for congestion control based on the Random Early Detection
(RED) mechanism. Typical numerical experiments have been included to show the credibil-
ity of ME solution against simulation for various performance measures and to demon-
strate the performance evaluation of the proposed analytical model.

Crown Copyright � 2008 Published by Elsevier B.V. All rights reserved.
1. Introduction

Introduction of new network services are bringing dramatic changes to the volume and nature of Internet traffic. These
new services generally have different Quality of Service (QoS) requirements. These services also generate huge volume of
traffic and can cause severe congestion problems leading to serious degradation of network performance in terms of high
delays and packet loss. These problems pose numerous challenges to the research community for developing effective per-
formance tools to analyze different protocols and buffer management schemes in order to guarantee the QoS for different
network services. Consequently, congestion control to enable different types of Internet traffic to satisfy specified QoS
constraints to accommodate the increasingly diverse range of services and types of traffic is becoming significantly more
2008 Published by Elsevier B.V. All rights reserved.
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Fig. 1. GGeo/GGeo/1/{N1,N2} censored queue.
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important. Many systems in network environments require the queue to be monitored for impending congestion before it
happens [1].

Congestion occurs when the aggregate demand exceeds the available capacity of resources. Performance modelling tech-
niques help to determine the efficacy of telecommunication networks capable of providing interactive services (such as
voice, data and video) by developing good models. As the volume of the Internet traffic has increased, users are likely to
experience more packet loss, longer delay and other performance degradation due to congestion. One solution to this prob-
lem could be to keep the network utilization low but this may not be very cost-effective solution. Analysis of queueing sys-
tems with finite capacities can play very important roles in the performance evaluation of networks [2].

Traditionally, tail drop has been used for traffic congestion control. It sets a maximum queue capacity and drops packets
when the queue becomes full, but leads to several problems including global synchronization and lock out [3]. In order to
solve the problems, some active queue management (AQM) mechanisms have been proposed and implemented to manage
the queue lengths, reduce end-to-end latency, reduce packet dropping, and avoid lock out phenomena so that the control of
traffic congestion can be achieved by the use of appropriate buffer management schemes. These mechanisms include ran-
dom early detection (RED) [4], random early marking (REM) [5,6], a virtual queue-based scheme where the virtual queue
is adaptive [7–9] and a proportional integral controller mechanism [10], among others. Of the above schemes to implement
AQM, RED is the default mechanism for managing queue lengths to meet these goals in a FIFO queue, and is recommended by
the Internet Society in RFC 2309 (cf [3]), Quote: ‘‘Unless a developer has reasons to provide another equivalent mechanism
we recommend that RED be used”.

Since RED was proposed by Floyd and Jacobson [3] in 1993, most researchers have used simulation tools as the choice of
modelling approach to examine the performance of various aspects of the RED mechanism. Only a few publications, such as
[11–14], have attempted to theoretically evaluate the performance of RED. To the authors’ knowledge, there is no clear
description of the parameter settings and exact information being measured and it is very important and necessary to
use an analytical approach to address the more fundamental aspects of the RED mechanism. RED depends on setting thresh-
olds in the queue and our research uses this principle and looks at this in a simplified way. We incorporate one threshold N1

in the system which define changes in the arrival rate so that this system can be potentially used as a model for RED (cf
Fig. 1).

This paper presents a maximum entropy (ME)-based approximate analytical solution to model the GGeo/GGeo/1/{N1,N2}
censored queue for implementing AQM. The external bursty traffic has been modelled using a compound Bernoulli process
while the generalised geometric (GGeo) process represents the transmission process. A threshold N1 has been incorporated
in the discrete-time finite buffer with total capacity N2 to control the external arrivals.

The rest of paper is organised as follows: ME methodology and GGeo-type distribution are described in Section 2. ME
solution for a stable GGeo/GGeo/1/{N1,N2} censored queue with threshold N1 and total buffer capacity N2 is characterised
in Section 3. Numerical validation results against simulation, involving generalised geometric (GGeo) inter-arrival and ser-
vice time distributions together with the performance study of the proposed analytical model are included in Section 4. Con-
clusions follow in Section 5.

2. ME methodology and GGeo distribution

2.1. The principle of maximum entropy (PME)

The ME methodology is an approximate technique for finding probability distributions using information theory. It is an
alternative way to solve quite complex queues instead of traditional balance equations. The principle of maximum entropy
(PME) [15,16] provides a self-consistent method of inference for charactering an unknown but true probability distribution,
subject to the mean value constraints supplied by the given information. The ME solution can be expressed in terms of a
normalising constant and a product of Lagrangian coefficients corresponding to the constraints. In an Information theoretic
context [15], the ME solution corresponds to the maximum disorder of system states and, thus, is considered to be the least
biased distribution estimate of all solutions that satisfy the system’s constraints. In sampling terms, it has been shown [16]
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that, given the imposed constraints, the ME solution can be experimentally realised in overwhelmingly more ways than any
other distribution. Shore and Johnson [17] showed that the PME is a uniquely correct method of inductive inference when
information is given in the form of expected values. Tribus [18] used the principle to derive a number of known probability
distributions by using a variety of mean value constraints in terms of moments. More details on PME and its applications can
be found in [19,27,28].

2.2. The GGeo-type distribution

The GGeo-type distribution is an inter-arrival time or inter-departure time distribution of the form [20] (cf Fig. 2)
fn ¼ PrðW ¼ nÞ ¼
1� s; n ¼ 0;
srð1� rÞn�1

; n P 1;

�
ð1Þ

s ¼ 2=ðC2 þ 1þ vÞ; 0 6 s 6 1; ð2Þ
r ¼ sv; 0 6 r 6 1; ð3Þ
where W is a discrete-time random variable (rv) representing the inter-arrival time or inter-departure time of an individual
job in a steady single sever queue, while 1/m and C2 are the corresponding mean and squared coefficient of variation (SCV) of
rv W. m is mean event rate (arrivals or departures per slot). The GGeo distribution is stochastically a true probability distri-
bution whenC2 P j1 � vj.

The batch arrivals or departures are allowed in the GGeo-type distribution when rv W achieve zero value, it is also
implied that a batch inter-event pattern according to a compound Bernoulli process (CBP) with rate r, while the number
of events (e.g. arrivals or departures) in a slot (i.e. batch size) is geometrically distributed with parameter s. The GGeo
pattern is generated by a sequence of batch Bernoulli independent and identically distributed non-negative integer values
rv’s {Wk}, where Wk, k = 1,2,. . . is the number of the events occurring at the kth slot, with a fixed probability distribution
given by [21]
gl ¼
PðWk ¼ 0Þ ¼ 1� r; l ¼ 0;

PðWk ¼ lÞ ¼ rsð1� sÞl�1
; l P 1:

(
ð4Þ
The GGeo distribution is versatile, possessing pseudo-memoryless property which makes solutions of many GGeo-type
queueing systems and networks analytically tractable. It is an extremal member of a family of two parallel-phase Geo dis-
tributions with the same mean and SCV, where one of the phase rates approaches to infinity with probability (1-s). More
details can be found in [20,21].

The choice of the GGeo distribution is further motivated by the fact that measurements of actual traffic or service time
may be generally limited and so only few parameters can be computed reliably. Typically, only the mean and variance may
be relied upon. In this case, the choice of distribution which implies least biased (i.e. introduction of arbitrary and, therefore,
false assumptions) within a discrete-time domain is that of GGeo-type distribution. [22]

3. ME analysis of GGeo/GGeo/1/{N1,N2} censored queue

This section presents the ME analysis of a stable single server GGeo/GGeo/1/{N1,N2} censored discrete-time finite capacity
queue with:

N1 threshold value, N2 total buffer capacity, first come first served (FCFS) scheduling discipline, arrival first (AF) buffer
management policy and censored arrival process for single class jobs.
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Fig. 2. The Generalised geometric (GGeo) distribution with parameters r and s (0 < r,s 6 1).
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Notation
Let

S be the state of the queue
Q be the set of all feasible states of S
K be the arrival rate and K = k1 if instantaneous queue length reaches the threshold value N1 or K = k2 after MQL exceed

the threshold N1

l be the service rate
p be the blocking probability that an arrival finds the queue full
P(S) be the stationary state probability

To analyse this system, we consider two kinds of jobs in the queue; jobs that arrive with rate k1(i = 1) and those that arrive
after the threshold with rate k2 (i = 2). For each state S, S 2 Q, the following auxiliary functions are defined:

Ni(S) = the number of jobs present in state S,
siðSÞ ¼
1; if niðSÞ > 0; i ¼ 1;2;
0; otherwise;

�

fiðSÞ ¼
1; if niðSÞ ¼ Ni; i ¼ 1;2;
0; otherwise:

�

Suppose that the following mean value constraints about the state probability P(S) are known to exist:

(i) Normalisation,
X
S2Q

PðSÞ ¼ 1: ð5Þ
(ii) Utilization,
X
S2Q

siðSÞPðSÞ ¼ Ui; 0 < Ui < 1; i ¼ 1;2: ð6Þ
(iii) Mean queue length,
X
S2Q

niðSÞPðSÞ ¼ Li; Ui < Li < Ni; i ¼ 1;2: ð7Þ
(iv) Full buffer state probability,
X
S2Q

fiðSÞPðSÞ ¼ /i; 0 < /i < 1; i ¼ 1;2; ð8Þ
where / satisfies the flow balance equations, namely
kið1� piÞ ¼ liUi; i ¼ 1;2: ð9Þ
The choice of mean values (5)–(8) is based on the type of constraints used for the ME analysis of stable single class FCFS G/G/
1/N queue [23]. If additional constraints are used, it is no longer feasible to capture a closed form ME solution at the building
block level, with clearly, adverse implications on the efficiency of an iterative queue-by-queue decomposition algorithm for
general QNMs. Conversely, if one or more constraints form the set (5)–(8) are missing, it is expected that the accuracy of the
ME solution will be generally reduced.
3.1. ME solution

The form of the state probability distribution, P(S), S 2 Q , can be characterised by maximising the entropy functional
HðPÞ ¼ �
X

S

PðSÞ log PðSÞ
subject to constraints (5)–(8). By employing Lagrange’s method of undetermined multipliers the following solution is
obtained:
PðSÞ ¼ 1
Z

YR

i¼1

xniðSÞ
i gsiðSÞ

i yfiðSÞ
i ; 8S 2 Q ;
where Z is the normalising constant given by
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Z ¼
X
S2Q

YR

i¼1

xniðSÞ
i gsiðSÞ

i yfiðSÞ
i

 !
and xi, gi, yi are the Lagrangian coefficients corresponding to constraints (6)–(8), respectively.

3.2. State probability distribution

Defining the sets
S0 ¼ fS=S 2 Q : sðSÞ ¼ 0g;
Qk ¼ fS 2 Q : nðSÞ ¼ k&k P 1g:
It is implied, after some manipulation, that the aggregate ME state probability distribution is given by
PðS0Þ ¼
1
Z
; ð10Þ

PðkÞ ¼ 1
Z

XR

i¼1

xigiy
diðkÞ
i Cðk� 1Þ; 1 6 k 6 N2; ð11Þ

Z ¼ 1þ
XN2

k¼1

XR

i¼1

xigiy
diðkÞ
i Cðk� 1Þ; ð12Þ
where i = 1,2 R = 2; di(k) = 1, if k P Ni, or 0, otherwise; and CðvÞ ¼ xdðvþ1�N1Þ
2 ðx1 þ x2ÞdðvÞ, at which d(v + 1 � N1) = 0, if

v + 1 � N1 6 0, or v + 1 � N1, otherwise; and d(v) = v, if v < N1, or N1 � 1, otherwise.

3.3. Blocking probability

The flow balance condition (9), which is used in deriving the Lagrangian coefficient yi, is characterised by the blocking
probabilities pi of a censored GGeo/GGeo/1/{N1,N2} queue under AF buffer management policy. These blocking probabilities
can be approximated based on a censored GGeo/GGeo/1/N queue [24] as follows:
pi ¼
XN2

k¼0

diðkÞð1� saiÞnðkÞPðkÞ; ð13Þ
where
diðkÞ ¼
ssi

ssið1�saiÞþsai
; i ¼ 1 & k ¼ 0;

1; otherwise;

(

nðkÞ ¼
0; i ¼ 2 & k 6 N1;

½N1 � k�þ; otherwise

�
ð14Þ
and [N1 � k]+ = N1 � k, if k < N1, or 0, otherwise. Where sa ¼ 2=ð1þ C2
a þKÞ, and ss ¼ 2=ð1þ C2

s þ lÞ, where C2
a and C2

s are the
squared coefficients of variation for the inter-arrival and inter-departure times, respectively.

3.4. The Lagrangian coefficients {xi,gi,yi}

The Lagrangian coefficients xi and gi can be approximated analytically by making asymptotic connections to an infinite
capacity queues. Assuming xi and gi are invariant to the total buffer capacity size N2, it can be established that
xi ¼
< ni > �qi

< n >
; ð15Þ

gi ¼
ð1� XÞqi

ð1� qÞxi
; ð16Þ
where X ¼
PR

i¼1xi, < n >¼
PR

i¼1 < ni > and <ni> is the asymptotic marginal mean queue length of a multiple class queue.
Note the statistics <ni>, i = 1,2 can be determined by (cf Kouvatsos et al. [25]) under FCFS rule:
< ni >¼
qi

2
ðC2

ai þ 1Þ þ 1
2ð1� qÞ

XR

j¼1

Ki

Kj
q2

j ðC
2
aj þ C2

sjÞ ð17Þ
where q ¼
PR

i¼1qi and qi ¼
Ki
li

By substituting the value of state probabilities, P(k), k = 0,1, . . . ,N2, and the blocking probabilities, pi, into the flow balance
condition (9), the Lagrangian coefficient yi, lead to the following expression:
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yi ¼
q1PN2�1

v¼N1�1xigiCðvÞ
1þ

XR

j¼1

xjgj

X
v¼wðiÞ

y
djðvÞ
j CðvÞ �

XR

j¼1

xjgj

XNi�1

v¼hðiÞ
ð1� saiÞNi�vCðv� 1Þ � 1

qi
xigi

XNi�2

v¼0

CðvÞ � nðiÞ
" #

i ¼ 1;2; R ¼ 2: ð18Þ
4. Numerical results

This section presents typical numerical results to demonstrate the credibility of the proposed analytical solutions, subject
to various parameter settings, and validation of results against simulation. It also includes further performance studies.
These examples focus on evaluation of the system performance in terms of mean queue length (MQL), throughput, delay,
blocking probability and effect of traffic burstiness upon various arrival rates.
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4.1. Credibility of analytical model

In this section, the credibility of the proposed analytical model against simulation is examined by means of a comparative
study (c.f. Figs. 3–7). A new simulation model has been developed, based on QNAP-2 [26] for a node with queue thresholds
and bursty external traffic. It can be observed that, in all experiments, the analytical approximation results are very compa-
rable to the corresponding simulation results.
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Fig. 8. MQL with different value of k2.
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Figs. 3 and 4 show the comparison results of MQL and throughput values for a range of threshold values,respectively. Sim-
ilarly, Figs. 5–7 demonstrate the comparison results of delay, server utilization and blocking probability for different thresh-
old values against the simulations, respectively. It can be seen that MQL, throughput, delay and server utilization increase as
we increase the threshold value, whilst blocking probability decreases. All these examples show performance measures for
analytical results and simulation validation comparison with non-varying input parameters as k1 = 0.6, k2 = 0.1, l = 1.0,
Ca=Cs=3 for the total system capacity N2 = 10 whilst N1 varies over a given range.

4.2. Performance study of the analytical model

This section presents the performance study of the proposed analytical model. These results focus on evaluation of the
system performance in terms of MQL, throughput, delay, blocking probability and the effect of traffic burstiness upon various
arrival rates.

Figs. 8–10 show the comparison results of MQL, utilization and blocking probability over different values of arrival rate k2,
respectively, when the other input parameter values remain fixed, such as k1 = 0.6, l = 1.2, Ca=Cs=3, the total system capacity
N2 = 10 and the threshold N1 varies over a given range. Figs. 8 and 9 indicate that the values of MQL and system utilization
are higher for the higher arrival rate k2 (e.g. k2 = 0.3) and they also exhibit the same behaviour for the higher threshold set-
tings based on the same arrival rate k2. Note that the system behaves normally for the threshold value greater than or equal
to the traffic bursty parameter Ca. However, for small values of Ca (e.g. N1 < Ca), the queue does not behave normally since
there is not enough space to accommodate an arriving burst of traffic. Fig. 10 shows the value of blocking probability is lower
Fig. 9. Utilization with different value of k2.

Fig. 10. Blocking probability with different value of k2.



Fig. 11. MQL with different value of squared coefficient variation of the inter-arrival time (Ca).

Fig. 12. Delay with different value of k1.

Fig. 13. Blocking probability with different value of k1.
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for the lower arrival rate k2 (e.g. k2 = 0.1) and based on the same arrival rate, blocking probability decreases following the
threshold value increasing.

Fig. 11 demonstrates the effect of traffic burstiness upon MQL using various values of the squared coefficient of variation
of the inter-arrival time (Ca). It is shown that the higher burstiness traffic causes higher system mean queue length for the
same threshold settings based on the assumption that the total amount of the traffic remains constant.

Figs. 12 and 13 show the comparison results of delay and blocking probability over different values of arrival rate k1,
respectively, when the other input parameter values are fixed, such as k2 = 0.1, l = 1.2, Ca=Cs=3, the system total capacity
N2 = 10 and N1 varies over a given range. Figs. 12 and 13 indicate the values of delay and blocking probability are higher
for the higher arrival rate k1 (e.g. k1 = 0.8) and based on the same arrival rate, delay increases as we increase the values of
threshold settings. However, blocking probability decreases as the threshold value increases.

5. Conclusions and future work

An analytical model, based on the principle of maximum entropy, has been presented to evaluate the performance of a
congestion control mechanism for implementing the AQM scheme. In this context, a stable discrete-time single server GGeo/
GGeo/1/{N1,N2} censored queue finite capacity queue with N1 threshold value, N2 total buffer capacity, FCFS scheduling dis-
cipline and arrival first (AF) buffer management policy has been analysed. Closed form analytical expressions for various per-
formance metrics including state and blocking probabilities have been presented. The traffic source slows down the arrival
process as soon as the number of packets in the queue reaches the threshold and jobs are blocked once the queue becomes
full. Different QoS requirements under various load conditions can be satisfied by adjusting the threshold value. Typical
numerical results were included to demonstrate the credibility of the proposed ME solution against simulation results.
The system can be potentially used as a model for congestion control based on the RED mechanism. Future work will focus
on implementation of this algorithm for various types of network topology.
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